Comparative regional-scale soil salinity assessment with near-ground apparent electrical conductivity and remote sensing canopy reflectance
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A B S T R A C T

Soil salinity is recognized worldwide as a major threat to agriculture, particularly in arid and semi-arid regions. Producers and decision makers need updated and accurate maps of salinity in agronomically and environmentally relevant ranges (i.e., <20 dS m⁻¹), when salinity is measured as electrical conductivity of the saturation extract, ECₑ. State-of-the-art approaches for creating accurate ECₑ maps beyond field scale (i.e., 1 km²) include: (i) Analysis Of Covariance (ANCOVA) of near-ground measurements of apparent soil electrical conductivity (ECₐ) and (ii) regression modeling of multi-year remote sensing canopy reflectance and other co-variates (e.g., crop type, annual rainfall). This study presents a comparison of the two approaches to establish their viability and utility. The approaches were tested using 22 fields (total 342 ha) located in California’s western San Joaquin Valley. In 2013 ECₑ-distributed soil sampling resulted in the collection of 267 soil samples across the 22 fields, which were analyzed for ECₑ, ranging from 0 to 38.6 dS m⁻¹. The ANCOVA ECₑ-ECₑ model returned a coefficient of determination (R²) of 0.87 and root mean square prediction error (RMSPE) of 3.05 dS m⁻¹. For the remote sensing approach seven years (2007–2013) of Landsat 7 reflectance were considered. The remote sensing salinity model had R² = 0.73 and RMSPE = 3.63 dS m⁻¹. The robustness of the models was tested with a leave-one-field-out (lofo) cross-validation to assure maximum independence between training and validation datasets. For the ANCOVA model, lofo cross-validation provided a range of scenarios in terms of RMSPE. The worst, median, and best fit scenarios provided global cross-validation R² of 0.52, 0.80, and 0.81, respectively. The lofo cross-validation for the remote sensing approach returned a R² of 0.65. The ANCOVA approach performs particularly well at ECₑ values <10 dS m⁻¹, but requires extensive field work. Field work is reduced considerably with the remote sensing approach, but due to the larger errors at low ECₑ values, the methodology is less suitable for crop selection, and other practices that require accurate knowledge of salinity variation within a field, making it more useful for assessing trends in salinity across a regional scale. The two models proved to be viable solutions at large spatial scales, with the ANCOVA approach more appropriate for multiple-field to landscape scales (1–10 km²) and the remote sensing approach best for landscape to regional scales (>10 km²).
The U.S. Salinity Laboratory (U.S. Salinity Laboratory Staff, 1954) classifies agricultural soil salinities as: 0–2 dS m⁻¹ (non-saline), 2–4 dS m⁻¹ (slightly saline), 4–8 dS m⁻¹ (moderately saline), 8–16 dS m⁻¹ (strongly saline), and >16 dS m⁻¹ (extremely saline), where salinity is quantified as the electrical conductivity of a saturated soil paste extract (ECe, dS m⁻¹). In the agronomically and environmentally relevant ranges of soil salinity (i.e., <20–30 dS m⁻¹), the available regional-scale maps are often qualitative or unreliable (Lal et al., 2004; Lobell, 2010), and, therefore, provide little useful information for producers, land and water resource managers, extension specialists, or policy and decision makers. Methods of quantitatively mapping and monitoring soil salinity at regional to global scales are essential for providing information to land and water resource managers and decision makers faced with policy decisions responding to climate pattern changes and increased food demands that require alternative water sources (e.g., reuse of degraded water) and marginally productive land (e.g., saline–sodic soils).

Two approaches have been presented in the literature as reliable methods to map root-zone soil salinity over large spatial extents (i.e., >1 km²): (i) the Analysis Of Covariance (ANCOVA) technique and (ii) multi-year remote sensing techniques. The ANCOVA technique (Corwin and Lesch, 2014) uses field measurements of apparent soil electrical conductivity (ECa) as a proxy for soil salinity. Intensive geospatial measurements of ECa can be acquired over an entire field quickly (e.g., thousands of measurements per day). According to the ANCOVA technique the ECa–salinity relationship can be represented with linear modeling. Once this relationship is calibrated over a sufficiently large set of fields, the ANCOVA approach assumes that the slope coefficients of the ECa–salinity relationship remain constant throughout the same region, whereas the intercept may vary from field-to-field because of different soil types and agronomic practices. The ANCOVA technique maps soil salinity based on the ECa survey data and a single soil sample taken from each field, which is needed to calculate the regression intercept. Alternatively, multi-year remote sensing of canopy reflectance can be used to map salinity at regional scale (Lobell et al., 2010). Freely available satellite data (e.g., Landsat reflectance provided by the U.S. Geological Survey Agency) can be used to model soil salinity with total coverage over the area of interest (e.g., Wu et al., 2014; Yahiaoui et al., 2015). A regression model relates soil salinity to multi-year remote sensing canopy reflectance, usually in the form of a ratio of wavelengths representing a salinity index, and other co-variates (e.g., fallow or cropped, crop type, annual rainfall).

The preferred method for mapping soil salinity at large (multiple-field to regional) scales likely depends on the intended audience and use of the salinity map, and on available resources. The objective of this study is to compare the two available methodologies with respect to accuracy, potential map uses, and required resources. The comparison, which highlights the strengths and weaknesses of the two approaches, will assist decision makers in determining which approach best meets their needs and matches their resources. It also provides scientists with direction for future research efforts that will fill knowledge gaps and improve the quality and efficiency of root-zone salinity mapping at large spatial extents.

2. Theoretical background

2.1. Apparent electrical conductivity estimations of soil salinity with Analysis Of Covariance (ANCOVA)

Geospatial measurement of apparent (or bulk) soil electrical conductivity (ECa) is a proximal sensor technique that plays a major role in salinity mapping at field scale (Corwin and Lesch, 2005a). An increase in the concentrations of ions (e.g., Cl⁻, Na⁺) in the soil solution increases ECa. Other soil properties also influence ECa, including texture, water content, bulk density, organic matter, and cation exchange capacity (Corwin and Lesch, 2005a). The ECa measurements can be expressed as a multiplicative function of salinity, water content, and soil tortuosity (which depends on soil texture, particle pore distribution, density and particle geometry, and organic matter content). Several authors explored this relationship (e.g., Archie (1942) and Rhoades et al. (1976)), which can be generalized as

\[ \text{ECa} = \beta \times \text{EM}^\gamma \times \varepsilon^\delta \]  

(1)

where \( \beta \) and \( \gamma \) are coefficients that take into account the effects of soil tortuosity and water content; and \( \varepsilon^\delta \) is a (multiplicative) error component. In Eq. (1), the error component is the ratio between ECa and the explanatory term of the equation (Tian et al., 2013).

After a logarithmic transformation of Eq. (1), the ECa–ECe relationship is:

\[ \ln(\text{ECa}) = \ln(\beta) + \alpha \ln(\text{ECe}) + \varepsilon \]  

(2)

where \( \varepsilon \) is a random (additive) error component, equal to \( \ln(\varepsilon^\delta) \).

Equation [2] can be parameterized using an ordinary least square approach (OLS), provided the underlying assumptions (e.g., residuals are normally distributed and spatially independent) are respected (Lesch and Corwin, 2008). Note that Eq. (2) is not applicable when soil is too dry because the water pathways for electrical conductivity are not continuous. As a rule of thumb, Corwin and Lesch (2013) suggest that volumetric water content should be at least 70% of field capacity when the ECa survey is carried out.

Field-wide (e.g., 1–100 ha) soil salinity can be mapped using intense geospatial measurements (thousands to tens of thousands per field) calibrated with a limited number of soil sample locations (~6 to 100 per field) using field specific regressions (FSR) of Eq. (2) (Corwin and Lesch, 2005a):

\[ \ln(\text{ECa}_{ij}) = \gamma_0 + \gamma_1 \times \ln(\text{ECe}_{ij}) + \varepsilon_{ij} \]  

(3)

where \( \gamma_0 \) and \( \gamma_1 \) are the OLS regression coefficients and \( i \) refers to the location (i.e., latitude and longitude) of the soil samples used to parameterize the model for the field \( (j) \) under consideration. Eq. (3) can be used to map specific soil intervals (e.g., 0.6–0.9 m) and/or composite soil profiles (e.g., 0–1.2 m). Using the FSR approach to map soil salinity at large spatial extents (i.e., >100 ha) may be unfeasible because the cost of collecting the number of soil samples needed to calibrate Eq. (3) over a large number of fields is prohibitive based on field-work labor and laboratory expenses.

Fortunately, as shown by Corwin and Lesch (2014), when ECa is measured with volumetric water content at or near field capacity, the \( \gamma_1 \) coefficient can be considered constant across fields in the same region, whereas \( \gamma_0 \) changes from field to field because of differences in soil properties and agricultural management. Therefore, Corwin and Lesch (2014) formulated the ANCOVA model to calibrate the ECa–ECe relationship:

\[ \ln(\text{ECa}_{ij}) = \gamma_0 + \gamma_1 \times \ln(\text{ECa}_{ij}) + \varepsilon_{ij} \]  

(4)

in which the intercept parameter is uniquely estimated for each field, but the slope coefficient is assumed to be constant for a particular geographical region. Once Eq. (4) is parameterized over a number of calibration fields, then salinity can be mapped at a new field using an intense survey of ECa and a single soil sample ECe measurement (used to calculate \( \gamma_0 \) for a given field). The ANCOVA approach is a significant advance in comparison to the FSR approach in terms of soil sampling labor and laboratory analysis cost.
2.2. Remote sensing of soil salinity

A less expensive means of mapping soil salinity in terms of required field work and laboratory analyses is possible with multi-temporal remote sensing data of canopy reflectance combined with data on environmental covariates such as meteorological data and crop cover information (Lobell et al., 2010; Scudiero et al., 2015; Zhang et al., 2013). When plants experience biotic and abiotic stress (including salinity), their photosynthetic activity decreases, causing increased visible reflectance and reduced near-infrared reflectance (NIR) from the vegetation (Mulla, 2013). Multi-year canopy reflectance data can be used to discriminate landscape features/stressors (e.g., soil salinity), which are relatively stable in time from other, more transient stress types (e.g., drought, pests, and mismanagement). This approach was first developed by Lobell et al. (2010), who used 6 years of MODIS (NASA) reflectance data (250 × 250 m spatial resolution) to map salinity in the 0–20 dS m\(^{-1}\) range in the Red River Valley of eastern North and South Dakota and western Minnesota, USA. Recently, Scudiero et al. (2015) tested this approach using Landsat 7 ETM+ (NASA and USGS) reflectance data (30 × 30 m spatial resolution) to map salinity in the 0–35 dS m\(^{-1}\) range in California’s San Joaquin Valley, USScudiero et al. (2015) modeled salinity as:

\[
ECR_I = \delta_0 + \delta_{\text{crop}} \times \text{CRSI}_I + \delta_1 \times \text{RAIN}_I + \delta_2 \times \text{TEMP}_I + \epsilon_I
\]

where CRSI is the multi-year maximum value (at each 30 × 30 m location \(i\)) of the crop response salinity index (Scudiero et al., 2014); RAIN (mm) is the annual rainfall (from the year with maximum CRSI); TEMP (°C) is the annual average minimum temperature (from the year with maximum CRSI); and \(\delta_0\), \(\delta_{\text{crop}}\), \(\delta_1\), and \(\delta_2\) are the regression parameters. The \(\delta_{\text{crop}}\) coefficient has two values, one for cropped (i.e., any herbaceous crop and pasture land) and one for fallow (e.g., covered with halophyte weeds) soils. The CRSI is calculated from the blue (B, 450–520 nm), green (G, 520–600 nm), red (R, 630–690 nm), and near-infrared (NIR, 770–900 nm) bands of the ETM+ sensor:

\[
\text{CRSI} = \frac{(\text{NIR} \times R) - (G \times B)}{(\text{NIR} \times R) + (G \times B)}
\]

3. Materials and methods

3.1. Apparent electrical conductivity and soil salinity measurements

This study uses the western San Joaquin Valley (WSJV) (Fig. 1) salinity ground-truth measurements originally presented by Scudiero et al. (2014), where a description of the experimental details can be found. The WSJV is one of the most economically important agricultural regions in the USA (Cone, 1997), and has a well-known history of salinity management issues (Chang and Silva, 2014). Soil salinity in the WSJV is affected by numerous geological, meteorological, and management factors. The WSJV’s soils are derived from Coastal Range alluvium that was high in salt content due to its geologic origins (Letey, 2000). Salinity naturally accumulates in the surface soils of the semi-arid WSJV because precipitation is not sufficient to leach salts from the root zone. Historically, salinity accumulated along the valley trough (e.g., in the proximity of the San Joaquin and Kings Rivers) (Harradine, 1950), where the ground water table is generally shallow (e.g., 2 m). Long-term irrigation with non-saline water starting in the 1940s reduced the extent of saline soils in WSJV (Schoups et al., 2005).

Throughout 2013, the WSJV was surveyed for soil salinity (Scudiero et al., 2014). Fields (i.e., a continuous section of land farmed with consistent crop and agronomic practice) were selected to represent the full range and frequency distribution of expected soil salinity in the WSJV. SSURGO data were used to identify areas of interest with different salinity levels, and candidate fields were
selected across the WSJV. Finally, land owners were contacted, and field access was granted to 22 fields. Intensive electromagnetic induction surveys were conducted at the 22 sites (total area 542 ha) collecting 41779 apparent electrical conductivity (ECa) readings (150–13400 measurements per field, at an average density of 175 per ha−1), for both the 0–0.75 (ECaH) and 0–1.50 (ECaV) m soil profiles using an EM38 Dual Dipole (Geonics Ltd., Mississauga, Ontario, Canada) sensor, connected to a GPS, and mounted on a non-metallic sled. The surveys followed the ECa-directed sampling protocols of Corwin and Lesch (2013) and Corwin and Lesch (2005b). The ECa readings were analyzed using the ESAP software package (Lesch, 2005; Lesch et al., 2000). A soil sampling scheme was established based on local variations in ECa across a field using the Response Surface Sampling Design algorithm in ESAP (Lesch, 2005). Soil was sampled at 267 locations over the 22 fields (6–50 sites per field, average density of 0.42 sample ha−1) at 0–0.3, 0.3–0.6, 0.6–0.9, 0.9–1.2, and 1.2–1.5 m. At each of the 267 soil sampling locations, salinity (i.e., electrical conductivity of the soil saturation extract, ECe, dS m−1) and saturation (SP) were measured (Rhoades, 1996).

3.2. Remote sensing and environmental covariates

This study considers seven years (2007–2013) of Landsat 7 ETM+ (NASA and USGS, USA) canopy reflectance, over five L7 tiles (Fig. 1), covering the entire WSJV, as described by Scudiero et al. (2014). A total number of 366 scenes with cloud coverage <10% were considered. All scenes were corrected through the Landsat Ecosystem Disturbance Adaptive Processing System (LEAPS) according to Masek et al. (2006). The missing data due to the failure of the Scan Line Corrector were masked according to Roy et al. (2010). On a yearly basis, the L7 scenes were stacked and averaged, producing seven datasets for each of the six multispectral bands. Yearly average values of the Canopy Response Salinity Index (CRSI) were calculated. From the yearly average CRSI, the multi-year maximum CRSI was calculated at each pixel, similarly to that proposed by Wu et al. (2014). The multi-year maxima approach helps isolate the effects of soil salinity from other, less-stable factors (Lobell et al., 2010). Even though this manuscript considers CRSI for the salinity assessment models, similar results (but with weaker goodness-of-fit), and equivalent conclusions, can be achieved with other vegetation indices (Scudiero et al., 2014), such as the normalized difference vegetation index, NDVI (Rouse et al., 1973) and the Enhanced Vegetation Index, EVI (Huete et al., 2002). As discussed by Scudiero et al. (2015), over different geographical regions, the relative performance of different vegetation indices could be different.

Meteorological data (annual rainfall and average minimum temperature) for the remote sensing salinity assessment model in Eq. (5) were obtained from the Parameter-elevation Relationships on Independent Slopes Model (PRISM) (Daly et al., 2008). PRISM provides monthly meteorological data on a 4 × 4 km cell support. Information on crop cover type were obtained (on a 30 × 30 m support) from the CropScape database (Han et al., 2012), which presents an easily accessible version of the Cropland Data Layer (Boryan et al., 2011).

Scudiero et al. (2015) developed Eq. (5) using FSR estimations of ECa, which were interpolated (kriging) on a 30 × 30 m support, resulting in ca. 6000 ground-truth pixels. Only the ground-truth salinity values from the 267 soil sampling locations are considered herein to compare the remote sensing and ANOCOVA approaches over the same dataset. Two types of ground-truth will be used at the 267 locations: (i) with the assumption of homogeneity within a single EMT+ pixel, a point-support ground-truth dataset will be considered, using the value from the soil analyses at each location and (ii) allowing for heterogeneous pixels, the FSR-interpolated values over the 267 pixels including the soil sampling locations will be used as block-support ground-truth.

Scudiero et al. (2015) approximated the root-zone depth as 1.2 m. In this paper, the remote sensing salinity estimations use the same depth interval. For direct comparison, the ANOCOVA model is also developed for the same soil depth.

3.3. Quality assessment

In spatial datasets, neighboring records tend to be very similar, therefore, traditional cross-validation (CV) methods can lead to almost identical data values in the training and the validation datasets, returning biased predictions (Ruß and Brenning, 2010) with overly optimistic low errors (Brenning, 2012; Ruß and Brenning, 2010). In order to assure spatial independence between training and validation datasets, the salinity assessment models were (cross-) validated through leave-one-field-out (lofo) re-sampling, as described in the following paragraphs.

For the ANOCOVA, the common slope ($\gamma_2$) and the field-specific intercept ($\gamma_0$) coefficients were estimated over 21 fields (training dataset). The $\gamma_1$ coefficient was then used at the validation field to estimate $\gamma_0$ at every soil sample location. This was repeated, in turn, for each of the 22 fields. This resulted in multiple ANOCOVA prediction series at each field (i.e., as many as the number of soil samples), which were evaluated using the root mean square prediction error (RMSPE), on the back-transformed data, as follows:

$$\text{RMSPE} = \sqrt{\frac{1}{n_0} \sum_{i,j} \left( y_{ij} - \hat{y}_{ij} \right)^2}$$

where $y_{ij} = E_{C_a}^{i,j}$ and $\hat{y}_{ij}^{(i)}$ represents the ECa prediction at the left-out field for the $i^{th}$ locations not used to calculate $\gamma_0$. Consequently, each left-out field was characterized by several ANOCOVA prediction scenarios from the $i^{th}$ locations: the best (lowest RMSPE), median (median RMSPE), and worst (highest RMSPE) fits from the $i^{th}$ locations for each field will be discussed.

For the remote sensing modeling, the lofo was similar to a classical k-fold cross-validation in which each field represented a fold. The lofo predictions for the remote sensing approach were evaluated using the RMSPE between observed ECa values and predictions at the left-out field. Details on this kind of cross-validation and comparison with the traditional (non-spatial) k-fold counterpart can be found in Scudiero et al. (2015).

Comparisons were carried out on the validation predictions globally, and within the 0–2 (non-saline), 2–4 (slightly saline), 4–8 (moderately saline), 8–16 (strongly saline), and >16 (extremely saline) dS m−1 salinity intervals. The goodness-of-fit of the ANOCOVA and remote sensing salinity predictions were also compared to the FSR salinity estimations. As previously discussed, the FSR salinity estimations are the best field-scale estimations of soil salinity, and are used as ground-truth values in this manuscript.

The OLS calibrations and validations of Eq. (4) and Eq. (5) were carried out by Generalized Reduced Gradient nonlinear optimization (Lasdon et al., 1978) using Solver (Frontline Systems, Incline Village, NV, USA) in Microsoft Office Excel 2007 (Redmond, WA, USA).

4. Results

4.1. FSR and ANOCOVA salinity predictions

The 0–1.2 m ECa at the 267 sampling locations had mean, minimum, maximum, and standard deviation values of 11.6, 0.4, 38.6, and 8.1 dS m−1, respectively. Preliminary correlation analyses indicated that the ECa measurements for 0–0.75 m could be disregarded from the FSR and ANOCOVA models and the FSR and ANOCOVA
models were best established using ECa readings over the 0–1.5 m depth (i.e., ECaV). The results for ECaV were 2.1, 0.1, 6.8, and 1.1 dS m⁻¹, respectively. ECc and ECaV had a Pearson’s correlation coefficient of 0.85.

The field specific regression (FSR) model (Eq. (3)) was characterized by a coefficient of determination (R²) of 0.95. When the data was back-transformed, the observed-estimated relationship had R² = 0.93 and mean absolute error (MAE) = 1.49 dS m⁻¹. In particular, MAE was 0.35, 0.77, 1.07, 1.58, and 2.30 dS m⁻¹ for the non-saline, slightly saline, moderately saline, strongly saline, and extremely saline ECc intervals.

The ANOCOVA model (Eq. (4)) had a slightly lower R² (0.92). The back-transformed observed-estimated relationship had R² = 0.88 and MAE = 2.00 dS m⁻¹. For the non-saline, slightly saline, moderately saline, strongly saline, and extremely saline ECc intervals, the MAE were 0.46, 0.92, 1.12, 1.98, 3.46 dS m⁻¹, respectively. Table 1 reports the field-specific intercept (γ₀j) coefficient values and standard errors for Eq. (4). All coefficients were characterized by very small standard errors. As expected, the field-specific γ₀j varied remarkably across the valley, with minimum γ₀ = 0.69 at Field 10 and maximum γ₀ = 2.08 at Field 17. The common slope (γ₁) was 0.99 (standard error = 0.05).

Across the 22 lofo cross-validation iterations, γ₁ was on average 1.01 with a standard deviation of 0.07. The field-specific γ₀j coefficients (i.e., intercept) were on average very close to those shown in Table 1, with standard deviations (across the 22 lofo iterations) never bigger than 5.7% of the coefficient value. The estimations of γ₁ in the training dataset were used to calculate the γ₀j at each soil sampling location of the left-out field. Table 2 reports the average and standard deviation validation values for γ₀j at the 22 fields. The differences between the γ₀j in Table 1 and the average γ₀j values obtained in the validation process were minimal (with the exception of Fields 15 and 16). The variability in the calculated validation γ₀j throughout different soil sampling locations for all fields was fairly small, as shown by the low standard deviations in Table 2.

When back-transformed, the best-, median-, and worst-fit lofo validations were characterized by R² of 0.81 (Fig. 2.a), 0.80 (Fig. 2.b), and 0.52 (Fig. 2.c) and RMSPE of 4.50, 4.55, and 18.58 dS m⁻¹, respectively. In particular, the best validation RMSPE in the different salinity classes were 0.56, 1.20, 1.50, 2.96, and 7.57 dS m⁻¹.
respectively, for the non-saline, slightly saline, moderately saline, strongly saline, and extremely saline ECe intervals; for the median fit the RMSPE were 0.67, 1.30, 2.06, 3.20, and 7.27 dS m⁻¹, respectively; and for the worst-fit validation RMSPE were 0.99, 2.81, 3.66, 8.32, and 32.34 dS m⁻¹, respectively.

4.2. Remote sensing salinity predictions

As described in the Materials and Methods section, ground-truth for the remote sensing model (Eq. (5)) was available as point-support (the actual soil analyses were used to represent the entire 30 × 30 m Landsat pixel) and block-support (the FSR ECe estimations were interpolated over a 30 × 30 m block support). The frequency statistics for the block-support salinity dataset had mean, minimum, maximum, and standard deviation values of 9.87, 0.01, 33.39, 7.03 dS m⁻¹, respectively. These values were fairly similar to those of the point-support dataset (see section 4.1). The calibration of Eq. (5) over the point-support ground-truth dataset returned a $R^2 = 0.65$ and $MAE = 3.52$ dS m⁻¹. Better goodness-of-fit was achieved by using the block-support ground-truth dataset: the parameterization of Eq. (5) had $R^2 = 0.74$ and $MAE = 2.79$ dS m⁻¹. The remote sensing model is shown in Eq. (8) with the coefficient standard errors reported in parenthesis:

$$EC_{e,f} = 68.7(± 9.6) + \delta_{crop} \times CRSl_1 + 0.018(± 0.003) \times RAIN_1 + 3.02(± 0.45) \times TEMP_1 + \epsilon_1$$

where $\delta_{crop}$ is $−141.1(± 5.7)$ and $−138.8(± 6.1)$ for cropped (i.e., any herbaceous crop) and fallow (e.g., covered with halophyte weeds) soils, respectively. This model was selected for comparison with the ANOCAVO approach.

The validation of the block-support remote sensing model (Fig. 2d) was characterized by an observed-predicted relationship with $R^2 = 0.65$ and RMSPE = 4.16 dS m⁻¹. For the non-saline, slightly saline, moderately saline, strongly saline, and extremely saline intervals the RMSPE were 4.54, 3.70, 2.99, 4.42, and 4.99 dS m⁻¹, respectively.

5. Discussion

It is interesting that the FSR ECe-ECe calibration ($R^2 = 0.93$) was only slightly better than that of the ANOCAVO ECe-ECe calibration ($R^2 = 0.88$). This result underlines the robustness of the ANOCAVO approach as a means to reduce the number of soil samples needed to map soil salinity using ECe measurements. The ANOCAVO iLOO validations returned very high goodness-of-fit scores. The relatively poor performance of the worst case scenario (Fig. 2c) is primarily due to Field 15. If Field 15 is removed, then the RMSPE drops from 18.6 to 4.7 dS m⁻¹.

In previous studies (Corwin and Lesch, 2014; Harvey and Morgan, 2009) the ANOCAVO approach was applied to much smaller areas than the WSJV. The values of the FSR $\gamma_1$ coefficients were studied to evaluate whether the WSJV should be considered a single ANOCAVO region or if it is too big for such a designation. The FSR $\gamma_1$ is not correlated with easting and northing coordinates and according to Moran’s spatial autocorrelations statistics (Cliff and Ord, 1981), its values are randomly distributed across the WSJV. According to the US Natural Resources Conservation Service (NRCS) Soil Survey Geographic database (SSURGO), different soil Orders are present in the WSJV (see Scudiero et al., 2014). Yet, there is no evident influence of the different soil Orders on the field specific $\gamma_1$ in the FSR approach. This confirms that the ANOCAVO approach can be applied over a regional scale. Future studies should focus on testing the ANOCAVO at state and national scales. Previous ANOCAVO applications in other regions (Red River Valley, Minnesota for Corwin and Lesch, 2014; and Coachella Valley, California for Corwin and Lesch, 2016) found that different formulations for Eq. (4) performed better (i.e., ECeH included along with ECeV), suggesting the ANOCAVO model parameterization is region specific. Future research should focus on determining the factors that define an ANOCAVO region.

Regarding the accuracy of salinity predictions, the remote sensing approach performs worse than the ANOCAVO approach. The performance of the remote sensing model is limited by the quality and type of the covariates (Scudiero et al., 2015). The accuracy of the remote sensing approach can be increased if additional statistically significant covariates (e.g., soil texture, elevation, meteorological data, and crop type) are added to the model (Scudiero et al., 2015). Indeed, when data on soil texture (from laboratory measurements at the 267 soil sampling locations) is used in the model, the iLOO cross-validation returns an observed-predicted $R^2 = 0.70$, with RMSPE = 3.90 dS m⁻¹. It is a future challenge for researchers to provide moderate to high resolution soil type/texture maps at large spatial extents, as the currently available information in the USA (i.e., SSURGO maps) is of insufficient accuracy and resolution for use in a remote sensing approach (Scudiero et al., 2014; Scudiero et al., 2015).

The main weakness of the remote sensing approach is predicting salinity at low levels (Fig. 2d), whereas the ANOCAVO approach performs remarkably better (Fig. 2a, 2b, 2c). Accurate spatial information at low salinity levels is particularly relevant for many agronomical practices, including crop selection and site-specific...
management (e.g., irrigation). To focus on this inaccuracy issue, let us consider the salinity assessment at Field 13, where the FSR EC\textsubscript{a}-EC\textsubscript{e} estimations (30 × 30 m support) are normally distributed and characterized by an average salinity of 3.01 dS m\textsuperscript{-1} and standard deviation of 0.84 (Fig. 3). When the remote sensing model is used to estimate (i.e., lofo cross-validation) salinity over such a low range of salinity, high inaccuracy is expected. The remote sensing map is characterized by an average salinity of 4.74, standard deviation of 0.99, and a non-significant (r = −0.03) Pearson correlation with the FSR map. This is as expected because when salinity is not a major limiting factor for crop growth, the Landsat 7 surface reflectance spatial variability is driven by other edaphic factors. At low salinity levels, the ANOCOVA approach is more reliable (Fig. 3), with a predicted (i.e., using 1 soil sample to estimate γ\textsubscript{0}-median fit lofo scenario) average salinity of 3.51 dS m\textsuperscript{-1} and standard deviation of 0.78.

With regards to spatial resolution, the ANOCOVA EC\textsubscript{a} map in Fig. 3.b was built at the 30 × 30 m resolution for the sole aim of matching the Landsat 7 resolution. The resolution of an ANOCOVA (and FSR) map depends solely on the sampling scheme used in the EC\textsubscript{a} survey. Hengl (2006) provides some guidelines on how to select the proper pixel size given the available sampling density. Nevertheless, for most site-specific agronomical practices, the 30 × 30 m resolution is generally adequate.

The ANOCOVA approach outperforms remote sensing modeling in terms of accuracy at low salinity levels, but has clear limitations regarding the spatial scale to which it can be applied. When dealing with a single field, one can use EC\textsubscript{a} measurements and soil sampling to estimate EC\textsubscript{e} with field-specific calibrations using linear regression modeling or other techniques such as regression kriging. For a larger area, such as an entire farm or a small basin (e.g., 1 km\textsuperscript{2}), one should employ the ANOCOVA approach. Firstly, a representative (e.g., soil, tillage, irrigation types) number of fields should be used to calibrate the ANOCOVA slope coefficient. Secondly, salinity at the remaining fields can be mapped by means of an EC\textsubscript{a} survey and one soil sample per field, used to derive the ANOCOVA field-
specific slope coefficient. When dealing with spatial scales greater than ~1000 ha, surveying fields for EC_{s} becomes impractical due to both monetary and time constraints. At such spatial scales, remote sensing modeling is the only viable solution. The calibration of a remote sensing model should be suitable for very large areas (i.e., >10 km^{2}), allowing mapping salinity at much lower costs than with the ANOVOA approach. These scales of application correspond to those recommended by Corwin and Lesch (2016) where FSR (Eq. (3)) is best for areas less than 1 km^{2}, ANOVOA (Eq. (4)) for 1–10 km^{2}, and remote sensing modeling (Eq. (5)) for 10–105 km^{2}. The remote sensing salinity estimation model by Scudiero et al. (2015) should be applicable to the entire WSJV, but might not be suitable to map salinity in the eastern side of the valley, which has significantly different types of soils. Future research is needed to test the range of applicability of the remote sensing approach with a single parameterization. Can the same parameterization be used for a national or world-wide salinity assessment model, or should its use be limited to a specific region?

6. Conclusions

The ANOVOA approach to mapping soil salinity is accurate and robust, but time consuming and expensive when applied over tens of thousands of hectares, i.e., regional scale. Compared to the ANOVOA approach, the remote sensing approach is a less expensive option, particularly at scales above 10 km^{2}. Unfortunately, the remote sensing approach has lower accuracy when salinity is <10 dS m^{-1} (Scudiero et al., 2015; Wu et al., 2014; Yahiaoui et al., 2015). Consistent with the literature on remote sensing of soil salinity (Alibed et al., 2014; Metternicht and Zinck, 2003; Taghizadeh-Mehrjardi et al., 2014; Wu et al., 2014), Eq. (8) performs well in identifying saline soils. However, the major weakness of the remote sensing approach is higher error at low salinity values when compared to the ANOVOA approach. Regardless of the unprecedented levels of accuracy obtained by Scudiero et al. (2015), salinity assessment with the remote sensing approach is best used for the categorization of salinity into classes of non-saline (EC_{s} = 0–2 dS m^{-1}), slightly saline (EC_{s} = 2–4 dS m^{-1}), moderately saline (EC_{s} = 4–8 dS m^{-1}), strongly saline (EC_{s} = 8–16 dS m^{-1}), and extremely saline (EC_{s} > 16 dS m^{-1}) and should not be used in agricultural decision making (e.g., crop selection, sub-field site-specific irrigation management).

When mapping salinity at spatial scales much greater than the field scale, there is clearly an appropriate scale for each of the two approaches, dictated by resource demands and accuracy requirements. The remote sensing approach is an appropriate tool for classifying large clusters of high and low salinity, which can be very useful for policy makers and water allocation management. The ANOVOA approach is appropriate to map salinity with fairly high accuracy, at the large farm level, allowing for better decision making and agronomic management.

The two approaches could be used to complement one another. As shown in this manuscript, the two models can be calibrated on the same dataset. Once calibrated, the remote sensing model could be used to map salinity at large spatial extents (i.e., > 10 km^{2}), whereas the ANOVOA approach could be used to increase the accuracy of root-zone soil salinity estimations over fields of particular interest (i.e., 1–10 km^{2}).
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