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ABSTRACT

Disjunctive kriging is a nonlinear estimation technique that allows the conditional probability that the value of a spatially variable management parameter is greater than a cutoff level to be calculated. The method can be used in management decision making to help determine when some reclamation action is necessary. Two input parameters are required to use the technique: a cutoff level and the critical probability level. The use of disjunctive kriging as a decision making tool is illustrated using the regulation of septic tank setback distance as a means for minimizing the contamination of groundwater by viruses. Two examples are described: given a setback distance, the spatial distribution of the conditional probability that the virus concentration will be greater than acceptable levels is calculated; and given a critical probability level, calculating the spatial distribution of setback distances which satisfy that probability level. The study showed that, to be 90% confident that virus concentrations would be within acceptable limits, in many areas the setback distance would have to be severalfold higher than prescribed by current regulations.

Geostatistical methods have been used in the analysis of a variety of agricultural problems. Typically, geostatistical analyses are used to determine various quantities that describe the variability of a parameter in space. In particular, quantities such as the semivariogram and correlation scales are the ultimate goal of a geostatistical investigation. Geostatistical techniques can also be used for management decision making. Examples include Russo (1984a,b), who described a method for using geostatistics to aid in managing the salinity of a heterogeneous field, and Zirschky (1985), Zirschky and Harris (1986) and Zirschky et al. (1985), who investigated the use of geostatistics for determining reclamation strategies for the cleanup of hazardous waste sites.

A relatively new technique to soil and hydrologic sciences, disjunctive kriging (DK) has several advantages over linear estimation methods. First, since DK is a nonlinear estimator, in general, it provides a more accurate estimate of the property of interest. Second, and more importantly, an estimate of the conditional probability for the property of interest can easily be obtained. This conditional probability can be used as an input to a management decision making model to provide a quantitative means for determining whether management actions are necessary.

Two pieces of information must be available a priori to use DK for management decision making. First, the level or quantity of the property that is considered hazardous or undesirable must be known. This value is called the cutoff or critical level and values of the property that are larger than this level represent the undesirable event. The next necessary information is the probability level that spurs management action. This is the critical probability level where the undesirable levels of the property being investigated will no longer be tolerated. Whenever the value of a property in a region is larger than the cutoff level at a probability equal to or greater than the critical probability level, some corrective action will be applied to lower the value of the property to acceptable levels.

Distinctive kriging, unlike other geostatistical methods such as ordinary kriging, can be used as a quantitative method for making management decisions since some piece of information, the conditional probability, is available. Without this piece of information, regions where the level of a property is greater than a cutoff level can be found, but since the region is demarked only from estimates, it remains unknown whether the region is significantly above the cutoff level or not.

The purpose of this paper is to demonstrate how DK can be used as a management decision making tool. This research was undertaken to develop a means whereby septic tank placement could be optimized to protect drinking water from viral contamination. A brief description of the DK method is given and followed by an example that illustrates how DK can be used to manage viral contamination in the subsurface, and especially groundwater, due to septic tank effluent. This example illustrates how geostatistics can be used to minimize the risks of drinking water contaminated water and shows how the method can be used for other contamination problems. Knowledge of the spatial distribution of viruses in soil and groundwater is important since viruses are responsible for a large percentage of the waterborne disease outbreaks that occur in the USA (Keswick et al., 1985). One major source of viruses in the subsurface is septic tank effluent, of which approximately 3.8 trillion liters is introduced into the soil each year (Office of Technology Assessment, 1984).

MATERIALS AND METHODS

Water samples were collected from 71 municipal drinking water wells in the Tucson Basin (shown in Fig. 1) and were used in the determination of the virus inactivation rates. Viruses were added to the water samples, which were incubated at the in situ groundwater temperature. Periodically, subsamples were analyzed to determine the number of viruses remaining in the water samples. The virus inactivation rates were calculated based on these analyses. The procedures used to obtain the inactivation rate are described in greater detail by Yates et al. (1986a) and Yates and Yates (1987).

Once the virus inactivation rates were determined, a setback distance, defined herein as the distance between a water supply well and a potential source of contamination such as a septic tank, was determined by using Darcy's law (Freeze and Cherry, 1979) as

\[ \text{setback distance} \approx \frac{t Ki}{\eta_e} \]

where \( t \), \( K \), \( i \), and \( \eta_e \), respectively, are the travel time (d), the
hydraulic conductivity (m d$^{-1}$), the hydraulic gradient (m m$^{-1}$) and the effective porosity (m$^2$ m$^{-1}$).

Hydraulic gradients were calculated from a water table elevation map obtained from the city of Tucson. Hydraulic conductivity values were calculated on the basis of transmissivity values provided by the State of Arizona Department of Water Resources. Travel times were calculated using the virus inactivation rate as the number of days required to achieve a 7 log decrease in virus numbers. These values were used in Eq. [1] to obtain a setback distance at each of the sample locations.

In using Eq. [1] it has been assumed that $10^7$ viruses are removed from the groundwater in time $t$, the travel time depends only on the regional flow characteristics, that only horizontal flow occurs, and the local values for the gradient, hydraulic conductivity, and effective porosity remain constant. Although the assumptions used to determine the setback distances are somewhat restrictive, the proposed management decision making method can be illustrated equally well using this simple model as compared to more complex models. If the proposed method is to be used by a municipality for regulatory purposes, however, it is suggested that a more comprehensive technique for determining the setback distances be used, which includes all the important factors affecting the travel time, and therefore, setback distance.

**Geostatistical Analysis**

Since several reviews of the DK method are available in the literature (Matheron, 1976; Journel and Huijbregts, 1978; Yates et al., 1986a,b,c; Yates, 1986), only a brief description will be provided herein.

The overall objective when using kriging methods is to obtain a moving average of a property that is distributed in space and/or time. For ordinary kriging (OK) this amounts to determining the constant weighting coefficients. For DK, on the other hand, unknown functions must be determined that may or may not be linear. When these functions are linear and the random function is multivariate normal, the DK method is the same as the OK method and, therefore, OK can be considered a special case of the more general DK method.

Consider a second order stationary random function $Z(x)$ that has been sampled over two dimensions at $n$ locations: $x_1, x_2, \ldots, x_n$. It is assumed that $Z(x)$ is spatially correlated and this correlation can be described by a variogram under a second order stationarity hypothesis.

The DK method utilizes the autocorrelation function in determining the weighting coefficients for a series of Hermite polynomials. Therefore, the second order stationarity conditions are required so that the variance exists, in which case the autocorrelation function can be written in terms of the variogram

$$\rho(h) = 1 - \frac{\gamma(h)}{\gamma(0)}$$  \[2\]

where $\rho(h)$ is the autocorrelation function, $\gamma(h)$ is the semi-variogram, $\gamma(0)$ is the sill value of the semi-variogram, and $h$ is the distance vector.

To obtain the DK estimator, the original data must be transformed into a new variable, $Y(x)$, with a standard normal distribution where pairs of sample values are bivariate normal. The function, $\phi[Y(x)]$, which describes this transformation is

$$\phi[Y(x)] = Z(x) = \sum_{k=0}^{\infty} C_k H_k[Y(x)]$$  \[3\]

where the values for $Y(x)$ are obtained by taking the inverse, $Y(x) = \phi^{-1}[Z(x)]$ and $H_k[Y(x)]$ is a Hermite polynomial of order $k$. The $C_k$'s are the Hermite coefficients, which are determined using the properties of orthogonality, and are generally determined using numerical integration, as follows

$$C_k = \frac{1}{k! \sqrt{2\pi}} \sum_{i=1}^{n} \omega_i \phi(v_i) H_k(u_i) \exp[-v_i^2/2]$$  \[4\]

where $v_i$ and $\omega_i$ are the abscissa and weight factors for Hermite integration (Hochstrasser, 1965). If $\phi(s)$ is a standard normal random function, the mean and variance of the data can be found from the coefficients, $C_k$. The mean value is equal to $C_0$ and variance of the data is $\Sigma_{k=1}^{\infty} k! C_k^2$.

The DK estimator is found from a sum of unknown functions of the transformed sample values, $Y(x_i)$. It is required that each unknown function, $f_i[Y(x_i)]$, depend on only one transformed value, $Y(x_i)$. This gives the DK estimator

$$Z_{DK}(x_0) = \sum_{i=1}^{n} f_i[Y(x_i)] = \sum_{i=1}^{n} f_i H_k[Y(x_i)]$$  \[5\]

where $f_i$ is the unknown function with respect to the transformed variable, $Y(x_i)$, which is to be determined. In the right-most part of Eq. [5], the unknown function has been written in terms of a Hermite polynomial with coefficients, $b_i$.

In an analogous manner to OK, an unbiased estimator with minimum estimation variance is sought, which results in the following system of equations

$$Z_{DK}^* = \sum_{k=0}^{K} C_k H_k'[Y(x_0)]$$  \[6\]

$$H_k'[Y(x_0)] = \sum_{i=1}^{n} b_{ik} H_k[Y(x_i)]$$  \[7\]

where the series in Eq. [6] has been truncated to $K$ terms and $b_{ik}$ are the DK weights. The $H_k'[Y(x_0)]$ represents the estimated value of the $k$th Hermite polynomial at the estimation site. The sum of these estimates multiplied by the coefficient, $C_k$ [which transforms $Y(x)$ into $Z(x)$] makes up the DK estimate at $x_0$. To obtain an estimated value for the Hermite polynomial, the DK weights, $b_{ik}$, must be found by solving the linear kriging equation for each $k$

$$\sum_{i=1}^{n} b_{ik}(\rho_{ij})^j = (\rho_{ij})^k; \quad j = 1, 2, 3, \ldots n.$$  \[8\]

When $k = 0$, Eq. [8] represents the unbiasedness condition, that is, that the sum of the weights equals unity. The disjunctive kriging variance is

$$\sigma_{DK}^2 = \sum_{k=1}^{K} klC_k^2 \left[ 1 - \sum_{i=1}^{n} b_{ik}(\rho_{ij})^k \right].$$  \[9\]
Fig. 2. Hypothetical conditional probability density function. The shaded area represents the conditional probability of exceeding the cutoff level, \( y_c \).

One advantage the DK method has over OK is that an estimate of the conditional probability that the value at an estimation site is greater than an arbitrary critical value, \( Y(x_i) > y_c \), can be calculated. This is shown diagrammatically in Fig. 2 where the conditional probability is the shaded area under the curve and to the right of the critical value, \( y_c \). This conditional probability is a useful means for determining the risk of various management alternatives. The conditional probability is obtained by defining an indicator variable that is equal to unity if \( Y(x_i) > y_c \), and zero otherwise (see Yates et al., 1986b).

This allows the conditional probability to be written in terms of the conditional expectation and gives the estimator as:

\[
P_{DK}(x_0) = 1 - G(y) + g(y) \sum_{k=1}^{\infty} H_{k-1}(y)H_k^*(Y(x_0))/k! \quad [10]
\]

where \( G(y) \) and \( g(y) \) are the cumulative and probability density functions, respectively, for a standard normal variable, and \( H_k^*(Y(x_0)) \) is found using Eq. [7]. The estimated conditional probability density function, \( \text{pdf}_{DK}(x_0) \), is found by taking the derivative of Eq. [10] with respect to \( y \), and is

\[
\text{pdf}_{DK}(x_0) = g(u) \left( 1 + \sum_{k=1}^{\infty} H_{k-1}(u)H_k^*(Y(x_0))/k! \right). \quad [11]
\]

RESULTS AND DISCUSSION

The length of time viruses remain infective in groundwater was measured in 71 groundwater well samples in the Tucson Basin. The setback distance was defined as the distance the virally contaminated groundwater would travel under regional groundwater flow conditions from the source (i.e., a septic tank system) to a well during the time interval required for 10\(^7\) viruses to be inactivated. The setback distance at each of the 71 locations was determined using Eq. [1]. The experimental semivariogram shown in Fig. 3 was modeled using a spherical equation with a nugget of 24.0, a sill of 389.0, and a range of 3.0 km. The semivariogram, which was "validated" using the jackknifing method described by Vauclin et al. (1983), produced a reduced mean and variance of 0.027 and 1.11, respectively. A "valid" semivariogram should have a reduced mean and variance of approximately 0.0 and 1.0, respectively, and gives an indication of the differences between the actual and estimated values at the sample locations. The integral scale, \( \lambda^* \), (Russo and Bresler, 1981; Yates et al., 1988) was found to be 1.3 km. The correlation function was determined using Eq. [2].

The next step was to determine the coefficients, \( C_0 \), which define the transform function given in Eq. [3]. The method used to obtain the \( C_0 \)'s is described in greater detail by Yates et al. (1986c) and uses a numerical integration scheme in Eq. [4] where the functional values for \( \phi(x_i) \) at the abscissa points were found using 10th order polynomial interpolation. The Hermite coefficients along with the mean and variance determined using the coefficients, \( C_0 \), are given in Table 1.

After determining the Hermite coefficients, \( C_0 \), DK estimates and estimation variances were obtained using Eq. [6] through [9]. A DK computer program (Yates et al., 1986d) was used to estimate the setback distances that are shown in Fig. 4A along with the estimation variance in Fig. 4B. Comparing the results of Fig. 4A with Fig. 3, 7, and 10 of Yates and Yates (1987) shows that in terms of making estimates of the setback distances in the Tucson Basin, linear and nonlinear estimators produce approximately the same results, although in theoretical terms, the nonlinear estimator (i.e., DK) is a better estimator. This observation suggests that, at least for this data set, the additional complexity of the nonlinear DK estimator is not justified if only spatial estimates of the septic tank setback distance are required.

An advantage DK has over linear kriging methods is that the conditional probability that the setback distance is greater than a critical setback distance can be obtained. Depending on the management model, this information can be expressed in two ways: (i) estimating the spatial distribution of the conditional probability given a critical setback distance; or (ii) given a critical probability level, determining the areal distribution of setback distances that satisfy that probability level.

Table 1. Hermite coefficients, \( C_0 \), which define the transform function \( \phi(x) \).

<table>
<thead>
<tr>
<th>( h )</th>
<th>( C_0 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>14.34</td>
</tr>
<tr>
<td>1</td>
<td>15.23</td>
</tr>
<tr>
<td>2</td>
<td>6.666</td>
</tr>
<tr>
<td>3</td>
<td>-0.8949</td>
</tr>
<tr>
<td>4</td>
<td>-0.498</td>
</tr>
<tr>
<td>5</td>
<td>-0.1923</td>
</tr>
<tr>
<td>6</td>
<td>-0.001283</td>
</tr>
<tr>
<td>7</td>
<td>0.1111</td>
</tr>
<tr>
<td>8</td>
<td>0.0000674</td>
</tr>
<tr>
<td>9</td>
<td>-0.0000754</td>
</tr>
</tbody>
</table>

Mean (data) 14.35, Mean (Hermite) 14.34, Variance (data) 336.49, Variance (Hermite) 336.19.
Shown in Fig. 4C and 4D are the conditional probability levels that the setback distance is greater than the critical setback distance of 15 and 30 m, respectively. In this example, if the maximum allowed probability that the setback distance is greater than the cutoff level (i.e., 15 or 30 m) is known, then Fig. 4C and 4D can be used to delineate the areas where septic tanks should not be allowed, which provides a means for groundwater managers to make more informed decisions. In this way the allowing or not allowing the placement of a septic tank or a water supply well (if septic tanks are already present) can be based on quantitative information that accounts for the environmental conditions. The examples shown in Fig. 4C and 4D would be useful in aiding management decision making for the situation where zoning laws specify the setback distances. In most parts of the USA the mandatory setback distance is about 15 to 30 m (Plews, 1977). Figure 4 shows that in many parts of the Tucson Basin a setback distance greater than the 30 m required by law would be necessary to insure 7 logs of virus inactivation, however. Therefore, for lo-
cations where the setback distance is regulated, it would be possible to use DK and the conditional probability to more accurately determine whether it would be safe to place a septic tank at a given location. It would also be possible to use a zonal approach in a management decision making model. For example, a regulation might state that if the probability is <0.25, no restrictions are necessary in that area; between 0.25 and 0.5, septic tanks could be placed on lots meeting certain requirements, such as soil percolation values and minimum lot size; and >0.5, an even larger lot size could be required, or septic tanks could be prohibited in those areas. The method can easily be manipulated to allow such flexibility.

Another approach to regulate septic tank placement would be to require that the probability be high that a prescribed level (i.e., 7 orders of magnitude) of virus inactivation will occur in the time that the water moved from the septic tank to the well. For this case, the regulations would provide a minimum probability level that must be achieved. Then DK could be used to determine the critical setback distances, that is, the minimum allowed setback distance that is associated with the required probability level. This has been done for the Tucson Basin for four probability (of contamination) levels: 0.20, 0.10, 0.05, and 0.01, and is shown in Fig. 5A through Fig. 5D, respectively. For this situation, and given a minimum allowed probability level, the contour levels denote the minimum setback distance necessary to assure adequate distance to achieve 7 orders of magnitude of virus inactivation as the groundwater travels that distance. As expected, the setback distances associated with the higher probability levels are greater than would be required in the same location compared to those calculated for a lower level. For example, at (18,1), a 40 m setback distance would be required to be 80% certain that the groundwater would be free of viral contamination at a well (i.e., 1 — probability of contamination). However, 100 m would be required at the same location if a 99% probability of freedom from contamination is required. Thus, the probability level chosen will have a profound effect on the calculated setback distance.

CONCLUSIONS

The DK method can be used to aid in management decision making of the placement of septic tanks to protect a municipality’s drinking water supply. The method can be used provided that the regulations are based on a specified probability that the actual setback distance will be greater than a critical setback distance. The DK method can be used to provide this information in two forms: (i) the conditional probability can be determined given a known critical setback distance, or (ii) the critical setback distances can be determined given a known minimum allowed conditional probability level. Both approaches are described herein.

The second approach, that is, specifying a minimum allowed conditional probability and determining the necessary setback distance has advantages over the former in that the epidemiological considerations are the only requirement for the management decision making model, and this information can be determined without consideration of the hydrologic environment. This allows a municipality to determine to what extent they will go in describing the hydrologic environment and the extent of the hydrologic investigation. Also, the hydrologic environment will not be embedded in the regulation. Regulating the setback distance based on a critical distance (e.g., 15 m) does not take into account that at various places the hydrologic setting might allow safe distances of 5 m while other locations may require distances in excess of 200 m.
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