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Field-scale flow and transport studies are frequently conducted to assess and quantify various environmental and agricultural scenarios. The utility of field-scale flow and transport studies, however, is frequently limited by our inability to accurately quantify the variability of soil hydraulic properties at these sites. In this study, we present an integrated approach, using both “hard” and “soft” data sets of field and laboratory scales in conjunction with pedotransfer functions, interpolation algorithm, and numerical modeling to characterize the hydraulic properties of the vadose zone. The approach is demonstrated at two 5- by 5-m field plots selected for research on the transport and fate of nutrients and pathogens. We used hard data to quantify the magnitude of the hydraulic properties at selected locations in these plots and included laboratory and field measurements of the hydraulic properties from undisturbed cores and the instantaneous profile method, respectively. More abundant soft data included inductive electromagnetic readings and approximate particle-size distribution information. The nearest neighbor interpolation algorithm was used to generate a heterogeneous realization of the saturated hydraulic conductivity on these plots. Numerical modeling of steady-state water infiltration and redistribution experiments was used to compare laboratory- and field-scale hydraulic properties and to refine our conceptual model of the vertical and lateral flow at this site. Good agreement between simulated and measured water contents and water pressure heads was obtained, indicating that field-scale hydraulic properties were accurately quantified for these conditions. This article provides a real-world example of how to combine information and approaches to tackle the difficult challenge of characterizing the hydraulic properties at a field site.

**ABBREVIATIONS:** ECa, apparent soil electrical conductivity; EM, electromagnetic induction; ER, electrical resistivity; PSD, particle-size distribution; TDR, time domain reflectometry.

The ability to accurately quantify water flow and solute transport in the field is necessary for a wide variety of applications concerned with water quantity and quality, as well as agricultural production. For example, at the field research site studied in this work, we need to accurately characterize the water flow behavior to understand, quantify, and manage the transport and fate of a conservative solute tracer, reactive nitrogen species, and microorganisms. Mathematical models that are used to simulate water flow require information on soil properties such as bulk density, soil porosity, soil water retention curves, saturated conductivity, and unsaturated conductivity relations (Scheidegger, 1957; Brooks and Corey, 1964; Lagerwerff et al., 1969; Mualem, 1976; van Genuchten, 1980). Field studies are generally conducted at designated plots without a full quantification of all the hydraulic properties of the soil profile or knowledge of the spatial variability of these properties (Thomasson et al., 2006). Hence, prediction of water flow processes is frequently hindered by our inability to accurately quantify the variability of soil hydraulic properties (Nielsen et al., 1973). These limitations become more significant when field plot experiments are chosen to represent the whole field or a large area (Kutilek and Nielsen, 1994). Variability in hydraulic properties occurs both horizontally in the field plane and vertically with soil profile depth, but is typically much more pronounced in the vertical direction (Vereecken et al., 2007). This variability occurs as result of differences in the factors that influence soil genesis and formation (Birkeland, 1984).

Several investigators have attempted to characterize field sites for flow and transport studies (Wierenga et al., 1991; Hills et al., 1991; Lehmann and Ackerer, 1997; Abbaspour et al., 2000; Zhang et al., 2004). Direct measurement of hydraulic properties may be made in the field or on samples that are taken to the laboratory. A variety of protocols have been developed for this purpose that invoke different simplifying assumptions and consider various sample sizes (Watson, 1966; Green et al., 1986; Klute, 1986; Klute and Dirksen, 1986; Reynolds and Elrick, 1991; Zhang et al., 2004). Direct measurement generally provides the best available determination of hydraulic property values and is therefore referred to in this manuscript as hard data. Because direct measurement of hydraulic properties is frequently time consuming, labor intensive, costly, and perturbs or destructively samples the system, only a limited number of measurements may be taken. As a result, a variety of indirect approaches have been developed to estimate hydraulic properties from other available information that is statistically correlated to soil properties and...
is easier to measure and—or more abundant. Indirect estimates of hydraulic properties are generally of lower quality and confidence than direct measurements, so these estimates will be referred to in this manuscript as soft data. Below we briefly review commonly employed methods to directly measure or indirectly estimate soil hydraulic properties.

Traditional approaches for directly measuring soil hydraulic properties in the field (hard data) include the use of tension infiltrometers (Reynolds and Elrick, 1991; Reynolds et al., 2000); double-ring infiltrometers (Bower, 1986); and the instantaneous profile method (Watson, 1966). The instantaneous profile method has been commonly applied to characterize field-scale hydraulic properties (Nielsen et al., 1973). Limitations of this method were discussed in Baker et al. (1974) and Flühler et al. (1976) and include the necessity of a large experimental plot that eliminates the boundary effect, a homogenous soil profile, and continuous data acquisition. Undisturbed core samples are also frequently taken from the field (Klute and Dirksen, 1986) and their soil hydraulic properties are determined in the laboratory (hard data). Laboratory methods are commonly employed on core samples to directly determine bulk density, porosity, water retention curves, saturated conductivity, and unsaturated conductivity relations (Grossman and Reinsch, 2002; Flint and Flint, 2002; Dane and Hopmans, 2002).

Indirect methods to characterize field-scale variability in soil hydraulic properties sometimes rely on measured particle-size distribution (PSD) information and soil bulk density of soil samples (Hillel, 1980). For example, pedotransfer functions and databases have been developed to predict water retention curves from this information (Schaap et al., 2001). Furthermore, unsaturated conductivity relations are frequently estimated from water retention curves using pore size distribution models (Brooks and Corey, 1964; Mualem, 1976; van Genuchten, 1980; Arya et al., 1999; Rajkai and Varaldiay, 1992).

A variety of nondestructive methods can quantify large-scale trends in soil stratigraphy and other soil properties, including: seismic (Baker et al., 1999), ground penetrating radar (Davis and Annan, 1989; Inman et al., 2002; Huisman et al., 2003), electrical resistivity (ER) tomography (Daily et al., 2004); and electromagnetic induction (EM) (Corwin, 2005). Electromagnetic induction and electrical resistivity are both reliable methods for measuring apparent soil electrical conductivity ($EC_a$), but EM does not suffer from the problem of probe-to-soil contact that can occur with ER in dry or stony soils (Rhoades, 1993; Corwin and Lesch, 2003, 2005a). The value of the $EC_a$ is influenced by soil solution salinity, water content, soil texture, bulk density, clay mineralogy, and organic matter content (Corwin and Lesch, 2005a). Geospatial measurements of $EC_a$ enable one to estimate the spatial variability of texture (soft data) for the near surface (100–150 cm thickness) soil profile when texture is strongly correlated to $EC_a$, which often occurs when soil salinity and organic matter levels are low and are not the properties dominating the $EC_a$ measurement (Corwin and Lesch, 2003, 2005a; Corwin, 2005).

The spatial variability of measured (hard data) or estimated (soft data) soil hydraulic properties may also be quantified using semivariograms. A variety of geostatistical algorithms have been developed to use semivariogram information to estimate (interpolated soft data) properties at other locations from a limited number of measured data points (Goovaerts, 1999). Application of such approaches to estimate soil hydraulic properties in the field is complicated by the fact that multiple parameters on different support scales need to be known. In such cases, scaling approaches are sometimes applied to relate different soil hydraulic properties to each other (Hopmans et al., 2002; Vereecken et al., 2007). Despite these advances, the use of measurements to predict field-scale soil hydraulic properties has been reported to be limited in many instances due in part to the relatively low sampling density of collected data in most instances (Jury and Horton, 2004).

Mathematical models used to simulate unsaturated water flow may also be used to estimate soil hydraulic properties, to study water flow, and—or to infer the implications of variability in soil hydraulic properties (Šimůnek et al., 1999). For example, soil hydraulic property parameters may be systematically adjusted to minimize the deviation between available experimental data and output of numerical models that simulate the relevant flow problem (Romano, 1993; Šimůnek et al., 1998). Conversely, numerical models may be used to study the implications of a given realization of soil hydraulic properties on water flow (the forward problem), or to study the influence of uncertainty in estimates of soil hydraulic properties using various Monte Carlo or stochastic approaches (Russo and Bresler, 1981). Vereecken et al. (2007) provided a recent review of various approaches to upscale hydraulic properties and water flow processes in heterogeneous soils.

The overall objective of this paper is to use available hard and soft data, and interpolation and modeling tools to characterize the soil hydraulic properties at a field-scale study site. Other researchers have used both hard and soft data to characterize the hydraulic properties of the vadose zone (Hubbard et al., 2001; Grote et al., 2003; Kowalsky et al., 2004, 2005; Lunt et al., 2005; Hou and Rubin, 2005). However, these studies have been limited to only some of the relevant hydraulic properties (water content, saturated conductivity, or permeability). The main contribution of this work is the use of a larger number of methods to determine a wider range of relevant hydraulic properties in the field, and the extensive refinement and validation of these hydraulic properties with laboratory and field measurements, and computer modeling. The following specific questions are addressed in this research: Are estimates of spatially variable soil hydraulic properties from soft data consistent with measured hard data? Does the integration of hard and soft data provide an improved ability to predict water flow in the field? How can we incorporate data from different spatial scales to characterize a field site?

**Materials and Methods**

**Approach to Site Characterization**

Figure 1 presents a flow chart illustrating the sequence of steps that are used to characterize a field site for flow and transport, as well as the methods and data types that were used in our particular application. Data type—soft data (S) and hard data (H)—reflects the level of confidence and accuracy of the collected data. The level of information needed to characterize a field plot depends on the application. The current research site is designed to study the transport and fate of nutrients and pathogenic microorganisms through the soil profile. This application requires a high level of confidence in water flow behavior and,
The hydraulic properties of undisturbed core samples are subsequently measured in the laboratory and used to further refine the conceptual model of the site hydraulic properties. The next phase of site characterization is field validation of the conceptual model of the soil hydraulic properties. Steady and transient water flow experiments are used to ensure good agreement between measured and simulated (numerical or analytical computer simulations) water flow data. Feedback between field experiments and computer simulations identifies locations in the field where additional measurements or computer simulations are needed to improve the conceptual model and understanding of the site. Below we discuss the various methods and computer simulations used in our application.

**Field**

A mobile remote electromagnetic induction sensor system (Geonics EM-38DD; Geonics Limited, Mississauga, Ontario, Canada) was used to measure EC\(_a\) (Corwin and Lesch, 2005a) across a 4-ha field. This system includes two EM-38 units synchronized to operate simultaneously, enabling measurements of both vertical and horizontal dipole conductivity. Data was collected following the protocols of Corwin and Lesch (2005b) to generate an approximately 5- by 5-m grid EC\(_a\) map of our field site. The map coordinates were determined using a global positioning system.

Selection of our experimental field plot for nitrate and pathogen transport studies was based on the generated EC\(_a\) map discussed above. The agricultural field in San Jacinto, CA (33°50′22″ N, 117°00′46″ W) was chosen for this purpose because it was associated with minimal spatial variability in EC\(_a\) readings, which implies relatively low heterogeneity in soil texture. The experimental plot is located next to a dry riverbed and has a shallow perched water table at a depth of −220 cm. This experimental site consists of two 5- by 5-m plots (Fig. 2). At the corners of each plot, a backhoe was used to expose the soil profile and to install 120-cm-diam. by 220-cm-long culvert pipes vertically into the soil (Fig. 2, circles marked with letters). Soil profiles in each culvert pipe hole were photographed and notes on soil stratification were taken before installing each culvert pipe. The culvert pipes were instrumented with six tensiometers to measure the soil water pressure with depth increments of 30 cm. The tensiometers, 90 cm in length, were installed horizontally from the culvert pipe into the undisturbed soil profile. The staggered configuration of the tensiometers was selected to minimize the potential for preferential flow and potential interference from other sensors, and to maximize the area of the profile that was sampled. The arc in Fig. 2 represents the area of water potential sampling. Pressure transducers (MPX2100DP, Motorola, Denver, CO) and a data logger (CR7, Campbell Scientific, Inc., Logan, UT) recorded the tensiometer readings every 15 min. Five neutron access tubes (220 cm long) were installed vertically on each plot (Fig. 2, circles marked with Roman numerals). The water content with depth at desired times was determined using a neutron probe (503-DHYDROPROBE, CPN, Martinez, CA) and an established calibration curve in this soil profile.

![Fig. 1. A flow chart illustrating the sequence of steps that are used to characterize a field-site for flow and transport, as well as the methods and data types that were used in our particular application. Data type, soft data (\(S\)) and hard data (\(H\)), reflect the level of confidence and accuracy of the collected data. (PSD, particle-size distribution).](image1)

![Fig. 2. A schematic of the field site. Squares represent two 5- by 5-m plots. Circles with letters are 220 cm in length vertical culvert pipes installed with six tensiometers. Circles with Roman numerals are vertical neutron probe access tubes. Arcs represent the area of water potential sampling. The crossed circle in the center of Plot 2 denotes the origin of a radial axis (r).](image2)
The instantaneous profile method (Watson, 1966) was used to evaluate the hydraulic conductivity of the upper 60 cm of the profile at the field site. This method uses simultaneous measurements of the volumetric water content ($\theta$) and soil water pressure head ($h$) in a soil profile during the course of drainage to determine the hydraulic conductivity. The equation describing one-dimensional unsaturated flow of water during drainage subject to zero flow at the upper boundary is utilized for this purpose (Green et al., 1986):

$$K(\theta) = \frac{\int_0^z \frac{\partial \theta(z,t)}{\partial t} \, dz}{\frac{\partial \phi(z,t)}{\partial z}}$$

[1]

where $K$ is the hydraulic conductivity (m s$^{-1}$), $\theta$ is volumetric water content (m$^3$ m$^{-3}$), $\phi$ is the total hydraulic head of the soil water (m), $t$ is time (s), $z$ is the vertical coordinate measured positive downward (m), and $i$ is the depth index. Before initiating the drainage process, the soil profile was under a steady infiltration of 6 cm d$^{-1}$ for 14 d. The water was uniformly applied to the plot surface using drip irrigation (Typhoon 630, Netafim, Fresno, CA) on a 0.4- by 0.4-m grid. The soil surface was covered with a black nylon tarp to avoid water evaporation during infiltration and drainage. The value of $h$ (m) with depth was continuously monitored during drainage using tensiometers in the culvert pipes, and the $\theta$ distribution in the profile was measured daily with a Neutron probe. Equation [1] was used to calculate the unsaturated hydraulic conductivity based on these $\theta$ and $h$ measurements.

An additional set of $\theta$ and $h$ data was measured near saturation ($h = 0$ to −30 cm) during redistribution of water immediately after ponded infiltration ceased (Hillel, 1998). In this case, the value of $\theta$ was acquired using a time domain reflectometry (TDR) system (Trase system, Soilmoisture Equip. Corp., Santa Barbara, CA) as well as gravimetrically, and $h$ was monitored with a tensiometer (Tensiometer, Soil Measurement Systems, Tucson, AZ).

**Laboratory**

Large permeability differences have been reported for undisturbed and repacked cores due to soil structure (Tulli et al., 2005). The undisturbed core method is the most common technique to estimate field soil hydraulic properties in the laboratory (Klute and Dirksen, 1986). Although this method is limited by sampling size and the potential for flow along the core wall (Cameron et al., 1990), it is considered to be a benchmark for evaluating other methods (Reynolds et al., 2000). Undisturbed cores from the experimental site were collected for measurements of bulk density ($\rho_b$) and hydraulic properties. These cores were collected using a soil core sampler (Soilmoisture Equip. Corp., Santa Barbara, CA) and a drilling rig for deeper depths. Samples were collected vertically every 30 cm (soil surface to −150 cm), and locations were on the boundaries of each plot next to the neutron access tubes (I, II, V, VII, VIII, and X in Fig. 2). Undisturbed cores from two locations (I and X in Fig. 2) and five depths (−30, −60, −90, −120, and −150 cm) were used for retention curve and saturated hydraulic conductivity ($K_s$) measurements.

The soil bulk density was determined using the known volume sample method (Blake and Hartage, 1986). The primary drainage branch of the retention curve from each undisturbed core (between −1 and −333 cm of pressure head) was measured using the Tempe cell (multistep outflow) technique (Reginato and van Bavel, 1962; Klute, 1986; Eching et al., 1994). A semi-automatic Tempe cell apparatus was used to control and record the measurement of 10 Tempe cells that were run in parallel. The water contents at lower water pressure heads were measured using a pressure plate apparatus (Soilmoisture Equip. Corp., Santa Barbara, CA) according to the approach outlined by Richards (1965).

A constant head permeameter (Klute and Dirksen, 1986) was used to measure $K_s$ on each core. A standard solution (calium chloride, 0.003 M) was allowed to infiltrate for 24 h at a constant positive head of 5 cm that was applied using a mariotte bottle. After reaching steady-state flow conditions, the flow rate was determined by weighing the effluent samples that were collected over regular time intervals. The average $K_s$ value was calculated from these measurements.

The retention data were fitted to the Mualem–van Genuchten hydraulic model using the RETC computer code (van Genuchten et al., 1991). The retention parameters of the model and the saturated hydraulic conductivity were used to estimate the unsaturated hydraulic conductivity relation. The Mualem–van Genuchten hydraulic model (Mualem, 1976; van Genuchten, 1980) describes the nonlinear relations in porous media between the effective water saturation ($S_e$), soil water pressure head ($h$), and hydraulic conductivity ($K$) as

$$S_e = \frac{\theta - \theta_r}{\theta_s - \theta_r},$$

$$S_e(h) = \begin{cases} 1 & h \geq 0 \vspace{2mm} \text{where } m = 1 - \frac{1}{n} \end{cases}$$

$$K(S_e) = K_s S_e^{0.5} \left[1 - \left(1 - S_e^{1/m}\right)^2\right]$$

[2]

where $\theta_s$, $\theta_r$, and $\theta$ are the saturated, residual and actual volumetric water content, respectively (m$^3$ m$^{-3}$), $h$ is the soil water pressure head (m), $K_s$ is the saturated hydraulic conductivity (m s$^{-1}$), and $\alpha$ (m$^{-1}$), $n$, and $m$ are soil-specific water retention curve parameters.

The particle-size distribution is one of the fundamental properties of mineral soils. It can be described by three parameters: median particle size, uniformity coefficient, and soil texture (Gee and Bauder, 1986; Hillel, 1980). The soil cores from the neutron access tubes installation in the field site (Fig. 2) were collected and cut to 15-cm intervals for particle-size distribution analysis. Each segment was thoroughly mixed, and a 1-g sample was dispersed in 50 g L$^{-1}$ of hexametaphosphate solution before analysis with a laser light scattering particle-size distribution analyzer (LA 930, Horiba Ltd., Kyoto, Japan). The soil texture, median particle size ($d_{50}$), and the Hazen uniformity coefficient (calculated as the ratio of $d_{60}$ and $d_{10}$, where $d_{60}$ and $d_{10}$ are the 60th and 10th percentile of the cumulative percentage undersize by volume of the soil sample, respectively) were determined for each sample. The laser scattering technique is a semiquantitative tool to measure the PSD of many soil samples in a short time (Eshel et al., 2004), and it is a practical tool to analyze trends in the profile’s PSD.

Information from the particle-size distribution has been used to estimate soil hydraulic properties (Arya et al., 1999; Rajkai
and Varallyay, 1992; Schaap et al., 2001). Schaap et al. (2001) presented a computer program, ROSETTA, that estimates the hydraulic properties of soils based on a large database of soil properties and pedotransfer functions. The collected PSD and bulk density information served as input for the ROSETTA program to estimate a higher density of ”soft data” soil hydraulic properties. Particle-size distribution data were used to estimate $K_s$ based on the distribution of sand, silt, and clay particles in the soil profiles. Since the lower soil profile consisted of multiple layers of different texture, the effective vertical saturated conductivity ($K_v$) was calculated based on the harmonic mean of the $K_s$ for the individual layers ($K_{sv}$) as:

$$K_v = \frac{1}{\frac{1}{n} \sum_{j=1}^{n} L_j} \sum_{j=1}^{n} \frac{L_j}{K_{sv}}$$

where $L$ is the layer thickness (m) and $j$ is the layer index ($j = 1…n$).

Simulations

Numerical modeling is the most practical tool for simulating water flow in the field due to the high nonlinearity of Richards' equation under unsaturated flow conditions and the heterogeneity of the soil profiles. The HYDRUS-2D code (Simůnek et al., 1999) is a numerical model for simulating water flow, and solute and heat transport in variably saturated porous media. The governing flow equation for axisymmetrical three-dimensional Darcian flow in a variably saturated isotropic porous medium is given by the following mixed form of Richards’ equation:

$$ \frac{\partial \theta}{\partial t} = \frac{1}{r} \frac{\partial}{\partial r} \left( r K (h) \frac{\partial h}{\partial r} \right) + \frac{\partial}{\partial z} \left( K (h) \frac{\partial h}{\partial z} \right) - \frac{\partial K (h)}{\partial z}$$

where $r$ is a radial coordinate (m).

The HYDRUS-2D code with an axisymmetric geometry was used to simulate the water flow in the upper profile during steady-state infiltration and drainage experiments on Field Plot 2. Based on the plot size and the profile depth, the simulation domain was set to be 90-cm thick ($z$) by 500 cm in the radial direction ($r$). The crossed circle in Fig. 2 is the center location of the radial axis, whereas the $X$, $Y$, and $Z$ (depth) axes in this figure are for the Cartesian coordinate system. The simulated profile consisted of three soil textural layers, which corresponded to the texture and electrical conductivity in the field as measured using a mobile remote electromagnetic induction sensor system on a 5- by 5-m grid.
Results and Discussion

In this section we discuss the use of soft data to select a location for flow and transport studies and to develop a conceptual model of the soil hydraulic properties at this field site.

Electromagnetic induction technology was used to quantify the field spatial variability of ECₐ. Although soil heterogeneity and spatial variability are inherent in field-scale studies, reducing the soil textural variability is sometimes essential for managing and interpreting flow and transport studies. Figure 3 shows a map of the vertical component of ECₐ. The experimental study site was selected from this soft ECₐ data to be located in a “relatively uniform” section of the field with low ECₐ values (coarser textured material).

Our initial conceptual model of the soil profile stratigraphy at the experimental site was developed from photographic information. Figure 4a provides a representative photo of Pit C, which was taken just before installation of the culvert pipe. A uniform layer of sandy loam was situated from the surface down to a depth of about −70 cm, followed by a white sand layer (−70 to −80 cm). A finer textured clayey lens with variable thickness was found below the sandy layer. The deeper profile (less than −80 cm) was characterized by a sandy loam layer, which incorporated various sand and clay lenses at different depths. This profile description was also consistent with measured soil bulk densities (hard data) that are presented in Fig. 4b. The bulk density data represent an average of six locations (I, II, V, VII, VIII, and X), and the horizontal bars provide the standard deviations. The bulk density values at the upper sandy loam layer were around 1.35 g cm⁻³ and exhibited low variability. The sandy layer had a high bulk density of 1.55 g cm⁻³. Values of the bulk density from the lower profile were affected by the sandy and clayey lenses at different locations and therefore produced higher variability in these measurements.

Soft particle-size distribution data (laser light scattering) were collected at multiple locations and depths to rapidly evaluate the spatial variability of soil texture and Kr with depth at the experimental site. Figure 5 presents the PSD data at the location of neutron access tubes nos. I, V, IX, and X. In this figure the median grain size (d₅₀) are plotted with depth in 15-cm intervals. The horizontal bars on d₅₀ are defined herein by values of d₁₀ and d₆₀ (used to determine the Hazen uniformity coefficient as d₆₀/d₁₀) and provide an estimate of the spread in the particle-size distribution. The radial distance for each location that is provided in the figure was measured from neutron access tube IX. While the upper layer (0 to −70 cm) has highly uniform d₅₀ values of approximately 50 μm, the sandy layer (−70 to −80 cm) has d₅₀ values that ranged from 150 to 250 μm with low uniformity. Although the fine-textured lenses and sand layers below a depth of −70 to −80 cm were not visible in each profile due to the sampling method (averaging 15 cm core), variability in d₅₀ values indicated their existence and the location of these layers. For example, lower d₅₀ values were measured in Profile IX (r = 0 m) directly below the sandy layer (−70 to −80 cm) and indicated the existence of a fine-textured lens. High d₅₀ values were measured in Profiles I and X (r = 12.5 m, 2.5 m) at locations that were associated with sand layers.

The PSD (soft data) and bulk density data from locations I to V were used in conjunction with the ROSETTA program to estimate values of Kr at sampled locations. The nearest neighbor algorithm was then used to interpolation values of Kr at other locations that were not sampled. Figure 6 presents the estimated median grain size (d₅₀) are plotted with depth in 15-cm intervals. The horizontal bars on d₅₀ are defined herein by values of d₁₀ and d₆₀ (used to determine the Hazen uniformity coefficient as d₆₀/d₁₀) and provide an estimate of the spread in the particle-size distribution. The radial distance for each location that is provided in the figure was measured from neutron access tube IX. While the upper layer (0 to −70 cm) has highly uniform d₅₀ values of approximately 50 μm, the sandy layer (−70 to −80 cm) has d₅₀ values that ranged from 150 to 250 μm with low uniformity. Although the fine-textured lenses and sand layers below a depth of −70 to −80 cm were not visible in each profile due to the sampling method (averaging 15 cm core), variability in d₅₀ values indicated their existence and the location of these layers. For example, lower d₅₀ values were measured in Profile IX (r = 0 m) directly below the sandy layer (−70 to −80 cm) and indicated the existence of a fine-textured lens. High d₅₀ values were measured in Profiles I and X (r = 12.5 m, 2.5 m) at locations that were associated with sand layers.

The PSD (soft data) and bulk density data from locations I to V were used in conjunction with the ROSETTA program to estimate values of Kr at sampled locations. The nearest neighbor algorithm was then used to interpolation values of Kr at other locations that were not sampled. Figure 6 presents the estimated median grain size (d₅₀) are plotted with depth in 15-cm intervals. The horizontal bars on d₅₀ are defined herein by values of d₁₀ and d₆₀ (used to determine the Hazen uniformity coefficient as d₆₀/d₁₀) and provide an estimate of the spread in the particle-size distribution. The radial distance for each location that is provided in the figure was measured from neutron access tube IX. While the upper layer (0 to −70 cm) has highly uniform d₅₀ values of approximately 50 μm, the sandy layer (−70 to −80 cm) has d₅₀ values that ranged from 150 to 250 μm with low uniformity. Although the fine-textured lenses and sand layers below a depth of −70 to −80 cm were not visible in each profile due to the sampling method (averaging 15 cm core), variability in d₅₀ values indicated their existence and the location of these layers. For example, lower d₅₀ values were measured in Profile IX (r = 0 m) directly below the sandy layer (−70 to −80 cm) and indicated the existence of a fine-textured lens. High d₅₀ values were measured in Profiles I and X (r = 12.5 m, 2.5 m) at locations that were associated with sand layers.

The PSD (soft data) and bulk density data from locations I to V were used in conjunction with the ROSETTA program to estimate values of Kr at sampled locations. The nearest neighbor algorithm was then used to interpolation values of Kr at other locations that were not sampled. Figure 6 presents the estimated median grain size (d₅₀) are plotted with depth in 15-cm intervals. The horizontal bars on d₅₀ are defined herein by values of d₁₀ and d₆₀ (used to determine the Hazen uniformity coefficient as d₆₀/d₁₀) and provide an estimate of the spread in the particle-size distribution. The radial distance for each location that is provided in the figure was measured from neutron access tube IX. While the upper layer (0 to −70 cm) has highly uniform d₅₀ values of approximately 50 μm, the sandy layer (−70 to −80 cm) has d₅₀ values that ranged from 150 to 250 μm with low uniformity. Although the fine-textured lenses and sand layers below a depth of −70 to −80 cm were not visible in each profile due to the sampling method (averaging 15 cm core), variability in d₅₀ values indicated their existence and the location of these layers. For example, lower d₅₀ values were measured in Profile IX (r = 0 m) directly below the sandy layer (−70 to −80 cm) and indicated the existence of a fine-textured lens. High d₅₀ values were measured in Profiles I and X (r = 12.5 m, 2.5 m) at locations that were associated with sand layers.

The PSD (soft data) and bulk density data from locations I to V were used in conjunction with the ROSETTA program to estimate values of Kr at sampled locations. The nearest neighbor algorithm was then used to interpolation values of Kr at other locations that were not sampled. Figure 6 presents the estimated median grain size (d₅₀) are plotted with depth in 15-cm intervals. The horizontal bars on d₅₀ are defined herein by values of d₁₀ and d₆₀ (used to determine the Hazen uniformity coefficient as d₆₀/d₁₀) and provide an estimate of the spread in the particle-size distribution. The radial distance for each location that is provided in the figure was measured from neutron access tube IX. While the upper layer (0 to −70 cm) has highly uniform d₅₀ values of approximately 50 μm, the sandy layer (−70 to −80 cm) has d₅₀ values that ranged from 150 to 250 μm with low uniformity. Although the fine-textured lenses and sand layers below a depth of −70 to −80 cm were not visible in each profile due to the sampling method (averaging 15 cm core), variability in d₅₀ values indicated their existence and the location of these layers. For example, lower d₅₀ values were measured in Profile IX (r = 0 m) directly below the sandy layer (−70 to −80 cm) and indicated the existence of a fine-textured lens. High d₅₀ values were measured in Profiles I and X (r = 12.5 m, 2.5 m) at locations that were associated with sand layers.

The PSD (soft data) and bulk density data from locations I to V were used in conjunction with the ROSETTA program to estimate values of Kr at sampled locations. The nearest neighbor algorithm was then used to interpolation values of Kr at other locations that were not sampled. Figure 6 presents the estimated median grain size (d₅₀) are plotted with depth in 15-cm intervals. The horizontal bars on d₅₀ are defined herein by values of d₁₀ and d₆₀ (used to determine the Hazen uniformity coefficient as d₆₀/d₁₀) and provide an estimate of the spread in the particle-size distribution. The radial distance for each location that is provided in the figure was measured from neutron access tube IX. While the upper layer (0 to −70 cm) has highly uniform d₅₀ values of approximately 50 μm, the sandy layer (−70 to −80 cm) has d₅₀ values that ranged from 150 to 250 μm with low uniformity. Although the fine-textured lenses and sand layers below a depth of −70 to −80 cm were not visible in each profile due to the sampling method (averaging 15 cm core), variability in d₅₀ values indicated their existence and the location of these layers. For example, lower d₅₀ values were measured in Profile IX (r = 0 m) directly below the sandy layer (−70 to −80 cm) and indicated the existence of a fine-textured lens. High d₅₀ values were measured in Profiles I and X (r = 12.5 m, 2.5 m) at locations that were associated with sand layers.
values of $K_s$ on north–south and east–west transects of Plot 1. The dark uniform layer between the soil surface and −70 cm was the cultivated layer. The light-colored thin layer underneath the cultivated layer was the sandy layer (−70 to −80 cm). The lower soil profile (−80 cm to −210 cm) was scattered with multiple lenses of different texture. Dark colors represent fine-textured lenses, for instance on the north side at −180 cm. Conversely, light-colored spots are coarse-textured soils, such as on the east side at −170 cm. Both plots showed a coarse layer crossing the plot at around −120 cm.

The data presented in Fig. 6 can be further analyzed in terms of one-dimensional vertical conductivity. Figure 7 presents a plot of $K_s/K_s^v$ for each layer in the lower section of the soil profile (−90 to −230 cm) at locations I, V, IX, and X. These values of $K_s/K_s^v$ demonstrate the spatial variability and heterogeneity of the lower profile. Each profile consisted of multiple layers and values of $K_s$ varied by a factor of 5. The higher $K_s/K_s^v$ values were associated with sandy layers, whereas lower values were finer textural soils. The $K_s^v$ of each location, however, were very similar (Fig. 7).

Two approaches were presented above to analyze the heterogeneous hydraulic properties in the lower portion of the soil profile at the experiment site using available (soft) PSD data. The first approach considered three-dimensional information on estimated $K_s$ values to provide a more precise representation of water flow and solute transport (Fig. 6). The second approach considered the effective hydraulic properties with depth (Fig. 7). In this case, the analysis of estimated values of $K_s$ generated similar values for $K_s^v$ in the lower profile of the soil at four locations (I, V, IX, and X). The advantage of the first approach is the ability to deterministically model the water flow paths in the heterogeneous lower profile, but the database that is needed to generate the high resolution data set is not always available. Moreover, the predicted soil hydraulic properties might not be sufficiently accurate or collected over a fine enough scale to fully characterize the water flow pathways in this situation.

The soft data discussed above provided valuable information that was used to guide our strategy for collecting additional hard data in the field and the laboratory. This hard data was used to further refine our conceptual model and to improve our quantification of key soil hydraulic properties at the field site. Furthermore, comparison of field and laboratory data was used to identify potential limitations of the various types of hard data, and to assess the predicted hydraulic properties that were estimated from the soft data.

Undisturbed cores were collected for hydraulic property analysis at several locations in the root zone (0 to −70 cm), at the capillary barrier (sand layer), and in the lower profile (below −80 cm). These sampling locations were chosen to improve our understanding of water flow in areas of the site where distinct differences in estimated soil hydraulic properties were identified (soft data shown in Fig. 4–6). Figure 8 presents the measured laboratory soil water retention curve and $K_s$ information as a function of depth for Locations X and I and Plot 2. The data were acquired by the Tempe cell technique (a–e). Measured data (points) and the van Genuchten (1980) model (V.G. model, solid line) are shown, with retention curve parameters $\alpha$ and $n$ given in the legend.
function of depth for Locations I and X. This hard data (Fig. 8a-c) was acquired using the multistep outflow technique. The measured data (points) and fitted hydraulic model (solid line) are depicted for specified depths. The corresponding retention curve parameters $\alpha$ and $n$ of the Mualem–van Genuchten hydraulic model are also provided on each chart (Fig. 8a–d). The hydraulic properties generated from the laboratory methods reflected the different soil textures that were identified by the bulk density and PSD information presented in Fig. 4 and 5, respectively. The upper 0 to −70 cm was a spatially homogenous layer with similar water retention properties (Fig. 8a and b). The sandy layer located around −70 to −80 cm was distinguished by lower water holding capacity at a given soil water pressure (Fig. 8c). The lower profile was heterogeneous below −90 cm and the water retention properties, therefore, varied with depth and space (Fig. 8e). The $K_v$ values in the upper soil profile (0 to −70 cm, Fig. 8a and b) were two times higher than in the lower profile (−90 to −150 cm, Fig. 8d and e). The $K_v$ of the sandy layer (−70 to −80 cm, Fig. 8c) was more than one order of magnitude greater than the upper soil profile (0 to −70 cm, Fig. 8a and b).

Figure 9 presents field measurements of water content (Fig. 9a) and water pressure head (Fig. 9b) as a function of depth at Plot 2 during steady-state infiltration (time = 0) and drainage (time > 0). This data was an average value from culvert pipes E, F, G, and H, and the horizontal bars in this figure are the standard deviations. The initial $\theta$ and $h$ values reflected the steady infiltration water flow pattern of the profile, before the drainage process. The constant lower $\theta$ values at approximately −90 and −180 cm were due to the presence of the sandy layers. The positive $h$ value during time zero at −150 cm was attributed to perched water, a result of a fine-textured layer located at this depth, which has a lower value of $K_v$ than the steady infiltration rate. Over time both $\theta$ and $h$ decreased during drainage. Measurements of $\theta$, however, were constant next to the water table at a depth of −220 cm.

The data collected from Plot 2 shown in Fig. 9 was analyzed with Eq. [2] (instantaneous profile method) to determine $K(S_e)$ at depths of −30 and −60 cm. Analysis of the entire profile with this method was not possible due to the layering at the site, which violated an assumption of this approach (no lateral flow). Figure 10 presents a plot of these calculated values of $K$ as a function of $S_e$ (full circles). This figure also includes Mualem–van Genuchten model (Eq. [3]) values of $K(S_e)$ that were determined from the laboratory multistep outflow experiments of the undisturbed cores (Fig. 8) for the sandy loam layer at depths of −30 and −60 cm (lines). The $K_v$ values (open circles) were measured in the laboratory. Although the range of $\theta$ measurements was rather limited (because drainage was inhibited by the shallow water table), good agreement was found between simulated laboratory curves and data derived by direct field measurements. Hence, the laboratory outflow data provided a reasonable forecast of the actual field conductivity for this soil (Fig. 10).

Figure 11 presents laboratory and field measurement of both $h(\theta)$ and $h(S_e)$ from the sandy loam layer (0 to −70 cm). Recall that laboratory water retention measurements were obtained on undisturbed core samples using the Tempe cell and pressure plate techniques, whereas the field measurements were obtained using tensiometers, neutron probe, TDR and gravimetric samples during the drainage profile experiments (Fig. 9). Field and laboratory values of $h(S_e)$ matched reasonably well. In contrast, field and laboratory values of $h(\theta)$ showed considerable dissimilarity and revealed limitations of using only lab information to describe field-scale hydraulic properties. Specifically, the values of $\theta$ near saturation were considerably smaller in the field than in the laboratory measurement. Assuming similar porosity of the soil under field and laboratory conditions (undisturbed soil cores), a potential explanation for this difference could be entrapped air in the field. In the laboratory, entrapped air is nearly absent due to the slow saturation of the core from the bottom, but cores were also likely to have artificial pores at the boundaries of the Tempe cell. Figure 11 also includes fitted retention model parameters to show that $\alpha$ and $n$ were very similar for field and laboratory water retention curves.

**Validation and Simulations**

In this section we compare soft and hard estimates of hydraulic properties from several locations in the field. Numerical simulations...
Fig. 11. Retention curve data, volumetric water content (\(\theta\)), and effective water saturation (\(S_e\)) as a function of soil water pressure head (h) of the upper sandy loam layer. Lab (solid circles) refers to the multistep outflow technique and Field (open circles) refers to tensiometers and neutron probe or time domain reflectometry. Field data were fitted to the Mualem–van Genuchten hydraulic model (V.G. model, solid line).

were subsequently conducted to independently “validate” our field-scale hydraulic properties where possible and to further improve our understanding of water flow at specific locations in the field. Moreover, the reliability of using soft and hard data as input for simulations of water flow was demonstrated.

Table 1 presents a comparison between the hydraulic properties generated from soft and hard data. This information was obtained for three layers in the upper soil profile of the field site (0 to −70 cm; −70 to −80 cm; and −80 to −90 cm). In general, estimates of the hydraulic properties for the silt loam layer based on soft and hard data were very consistent. In contrast, estimates of the hydraulic properties based on soft data were poorer for the coarser textured sandy loam layer and especially the sand layer. In particular, estimation of \(K_s\) based on soft data underpredicted the hard data, and use of soft data produced higher estimated values of \(h\) (a lower capillary pressure) at a given value of \(S_e\). A more rigorous statistical analysis of the hydraulic properties estimated from the hard and soft data was not attempted due to the limited number of hard data measurements.

The inverse procedures or scaling factors have commonly been used to characterize water flow behavior in the field (Vereecken et al., 2007; Jury and Horton, 2004; Hopmans et al., 2002; Thomasson et al., 2006). Conversely, we attempt to independently describe field-scale water flow using measured (hard data) or estimated (soft data) hydraulic properties in a numerical simulator. Figure 12 presents plots of observed and simulated values of \(h\) and \(S_e\) at a depth of −30 and −60 cm during steady infiltration and subsequent drainage. The steady infiltration data is given at time equal to zero and drainage occurred at later times for 360 h. The simulations employed hydraulic properties given in Table 1 that were measured (Fig. 12a) or estimated (Fig. 12b). A better agreement was found between measured and simulated values of \(S_e\) and \(h\) when using hard than soft data hydraulic properties (higher correlation coefficients, \(\rho\)). In general, simulations that employed hydraulic properties that were measured in the laboratory provided an excellent description of water flow during steady infiltration and drainage. This finding suggests that our site characterization approach gave an accurate description of water flow in the soil profile to at least a depth of around −70 cm. Also, a slightly better agreement was found between measured and simulated values of \(\rho\) (0.989 and 0.962) than for \(S_e\) (0.945 and 0.907). This difference may be related to the measurement methods. Water content was measured with a neutron probe, which averaged over a soil sphere of around 20–30 cm in diameter (Kutilek and Nielsen, 1994). In comparison, the soil water pressure head was measured with tensiometers that averaged over a smaller cylindrical soil volume of around 1 to 15 cm³.

Figure 9 illustrates that water flow at the experimental plot is strongly influenced by the presence of the shallow water table at around −220 cm and a sand layer at a depth of −70 to −80 cm. The influence of the shallow water table is relatively easy to understand, as it produces persistently high values of \(h\) in the lower portion of the soil profiles (see Fig. 9a) and restricts the minimum values of \(h\) and \(\theta\) at the soil surface (see Fig. 9a,b). The potential influence of the sand layer (−70 to −80 cm) is more complicated to understand due to the potential for water flow to be diverted laterally both above and at the bottom of this layer. Lateral water flow above the sand layer may occur due to differences in the capillary properties of the upper sandy loam layer (0 to −70 cm) and the sand layer (i.e., a capillary barrier). Lateral water flow at the bottom of the sand layer may also occur as result of the higher permeability of the sand layer compared with the lower silt loam layer and clay lenses (less than −80 cm). Both of these lateral water flow processes are anticipated to be strong functions of the surface water infiltration rate and the water content of the profile. Numerical simulations were therefore conducted to improve our conceptual understanding of the influence of the surface water flux on water flow in the upper profile and the lateral water flux directly at or above the sand layer.

Figure 13 presents a plot of the ratio of the simulated lateral water flux through the plot’s upper profile to the vertical surface water flux (\(q_{lateral}/q_{surface}\)) as a function of \(q_{surface}\). Hydraulic

Table 1. The hydraulic properties of the three major layers in the upper soil profile of the field plot. Soft data were estimated from particlesize distribution and bulk density data using the ROSETTA program. Hard data were measured on undisturbed core samples using the multistep outflow, pressure plate, and constant head permeameter techniques or from time domain reflectometry readings in the field site.

<table>
<thead>
<tr>
<th>Hydraulic property</th>
<th>Layer 1: Sandy loam 0 to −70 cm</th>
<th>Layer 2: Sand −70 to −80 cm</th>
<th>Layer 3: Silt loam −80 to −90 cm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Soft data</td>
<td>Hard data</td>
<td>Soft data</td>
</tr>
<tr>
<td>(K_s) (cm h⁻¹)</td>
<td>1.95</td>
<td>5.0</td>
<td>9.25</td>
</tr>
<tr>
<td>(\theta_s)</td>
<td>0.37</td>
<td>0.43</td>
<td>0.35</td>
</tr>
<tr>
<td>(\theta_r)</td>
<td>0.033</td>
<td>0.03</td>
<td>0.04</td>
</tr>
<tr>
<td>(\alpha) (cm⁻²)</td>
<td>0.018</td>
<td>0.0085</td>
<td>0.042</td>
</tr>
<tr>
<td>(n)</td>
<td>1.45</td>
<td>1.6</td>
<td>2.41</td>
</tr>
</tbody>
</table>

† \(K_s\), saturated hydraulic conductivity; \(\theta_s\), saturated volumetric water content; \(\theta_r\), residual volumetric water content; \(\alpha\) and \(n\), soil-specific water retention curve parameters.
properties for these simulations were determined from laboratory measurement on undisturbed core samples. The plotted results show two major sections. For values of $q_{\text{surface}}$ between 1 and 5 cm d$^{-1}$, the value of $q_{\text{lateral}}/q_{\text{surface}}$ increased and was proportional to $q_{\text{surface}}$ (section 1). When values of $q_{\text{surface}}$ were higher than around 5 cm d$^{-1}$, the value of $q_{\text{lateral}}/q_{\text{surface}}$ was around 50% (section 2). Simulation results demonstrate that lateral water flow was always dominated by water flow directly above the sand layer (−70 to −80 cm) for the considered conditions (data not shown).

In section 1, water accumulates and increases the hydraulic head directly above the sand layer, and therefore both vertical and lateral flow increased at this location. In section 2, the hydraulic head above the sand layer reaches a value that matches the vertical and horizontal flows for a given surface water infiltration rate. When $q_{\text{surface}}$ becomes larger than $K_s$ of the lower silt loam layer (1.6 cm h$^{-1}$) and the clay lenses (0.018 cm h$^{-1}$) then water may also be diverted laterally along the bottom of the sand layer due to the significantly higher value of $K_s$ (71.2 cm h$^{-1}$).

Summary and Conclusions

Field-scale flow and transport studies are frequently conducted to assess and quantify a variety of environmental and agricultural scenarios. The selection and characterization of hydraulic properties (relationships between water pressure, water content, and hydraulic conductivity) at such sites is frequently hampered by heterogeneity of these properties. In this work we presented a multitiered approach to use both hard and soft data in conjunction with pedo-transfer functions, interpolation algorithms, and numerical modeling to characterize the hydraulic properties at two 5- by 5-m field plots to a depth of −220 cm.

Relatively easy to measure hard data and more abundant soft data were used to provide initial estimates of soil textural properties at this experimental site. In particular, measurements of electromagnetic induction were used to select the location of the field experimental site in a region with "relatively uniform" soil textural properties. Pictures of excavated soil profiles and approximate particle-size distribution information (laser light scattering) from soil core samples were used to develop an initial conceptual model for the soil stratigraphy. Published pedo-transfer functions were then used to predict hydraulic properties from the particle-size distribution and bulk density data.

An interpolation algorithm (nearest neighbor) was used in conjunction with this soft data to quantify spatial variability in the hydraulic properties at this site. The lower portion of the soil profile was found to be very heterogeneous from a depth of −70 to −220 cm, but this region also had persistently high water contents due to the presence of a shallow water table at −220 cm. In this region, spatial variability in saturated conductivity was characterized (i) by determining the effective vertical hydraulic conductivity, and (ii) by developing a three-dimensional representation of the conductivity field. The most appropriate approach for quantifying heterogeneity will likely depend on the questions that need to be answered for a particular application. For example, when considering water quantity problems, the effective vertical conductivity approach is likely to be sufficiently accurate. Conversely, water quality problems such as nitrogen fate and pathogen transport will likely require the more detailed deterministic or stochastic representations of the three-dimensional hydraulic properties.

Hard data were used to better quantify the magnitude of the hydraulic properties at predetermined locations in this plot using both laboratory (multistep outflow, pressure plate, and constant head permeameter techniques on undisturbed cores) and field (instantaneous profile method) measurements. Selection of the sampling location and frequency was guided by the more
abundant soft data, which was used to identify the different layers and textures in the profile. Despite differences in the measurement scale and technique, measurements of hydraulic properties in the field and on undisturbed core samples were typically very consistent when compared on the basis of effective water saturation. When comparing these measurements in terms of volumetric water content, significant differences were probably because of air entrapment and voids at the core perimeter.

Comparison between measured (hard data) and estimated (soft data) hydraulic properties from several locations in the field suggests that soft data provides a reasonable prediction of soil textural characteristics, but that the specific magnitude of the hydraulic properties are only approximately predicted. Hence, soft data may likely be used to infer trends in spatial variability in soil textural properties, but not to deterministically simulate water flow at the site. Observed and simulated steady-state water infiltration and redistribution in the relatively uniform upper soil profile (0 to −70 cm) support this statement. In this case, simulations that used measured (hard data) hydraulic properties as model input provided a better agreement of observed water flow and drainage. Nevertheless, simulations that used the soft-data-derived hydraulic properties simulations did capture the general water flow behavior and trends. Numerical modeling in conjunction with measured hydraulic properties also proved to be an effective tool to gain additional insight on field scale water flow. For example, we used numerical simulations to quantify the influence of water application rate on the lateral water flux at a location of pronounced soil textural discontinuity in the field at a depth of −70 to −80 cm.

This paper demonstrates the use of different data sources and tools to characterize a field site for flow and transport studies. Integration of both soft and hard data, interpolation algorithms, and numerical modeling was needed to provide a realistic representation of the water flow at our field site. It is likely that other attempts to deterministically predict water flow and contaminant transport in the field will require such a multitiered approach.