Quantifying the probabilistic divergences related to time-space scales for inferences in water resource management
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1. Introduction

In water resource studies, fine scale data (e.g., daily, hourly) are often needed, because they can be used to rescale or to achieve multiscale water resource assessments (Maurer et al., 2007). However, such datasets generally involve substantial funding, time, equipment, talent, and labor. Downscaling techniques are often used as inexpensive ways to generate finer scale data (Koutsouris et al., 2017). Even though a variable like air temperature often shows a high downscaling capability (Schoof and Pryor, 2001), most of the techniques used for spatio-temporal downscaling are associated with biases (Malone et al., 2017). Hence, prior to choosing a specific time-space scale in a water resources study, an evaluation of all the constraints and their potential impact on the inferences is needed. However, statistical approaches for choosing time-space scales are not sufficiently developed for water resources variables. This is perhaps due to the paucity of guidelines on scale choices, but often multiscale data are unavailable. Yet, various timescales are often used somewhat arbitrarily. The decision to use a specific time-space scale induces bias. Several authors used water resources related variables (e.g. surface air temperature, precipitation, soil moisture) as inputs to quantify complex phenomena such as evapotranspiration (Oliéra-Guerra et al., 2017) and plant growth (Sohoulande and Singh, 2015). In these cases, it is crucial to understand the bias associated with the input variables, as it may impact interpretation (Perrette et al., 2013; Clark et al., 2004). Especially for water resources management, knowing the types of bias induced by time-space scales is important for quantifying the degradation of freshwater quality and quantity. Because the global distribution of water quantity and quality are uneven (Oki and Kanae, 2006; Vörösmarty et al., 2000), various mitigation strategies have been proposed worldwide (Pires...
Canadian River (station S1) and the North Fork Red River (station S2). Likewise, the groundwater wells belong to two different aquifer systems which are the Arbuckle-Simpson (station G1) and the High Plains (station G2).

The study period 2001–2010 was considered, based on time-space data consistency at all the selected stations. For this period, all the stations had continuous daily records with minor gaps, as the missing values were on average below 1%. The missing values were filled using either the closest daily value for variables displaying high temporal autocorrelations (i.e. streamflow, groundwater, soil moisture) or the inverse distance weighted averages (Di Luzio et al., 2008) for variables with high spatial correlations (i.e. precipitation, temperature, wind speed, relative humidity, and solar radiation). Note, the Oklahoma mesonet network counts 120 stations widely distributed across the State, and each of the selected weather station has several neighboring stations which data are correlated. The daily time-series were used as a basis for a scaling framework where the data were rescaled to generate weekly, biweekly, monthly, bimonthly, and trimonthly time-series. The rescaling technique averaged daily observations. As a result, daily time-series can be easily compared with weekly, biweekly, monthly, bimonthly, and trimonthly time-series. The rescaled data were analyzed separately and for each variable and location, the divergences due to the scaling were quantified probabilistically.

2. Data and method

2.1. Data and study region

To quantify the probabilistic divergences pertaining to the time-space scaling of water resources related variables, the study analyzed data collected at different locations across the State of Oklahoma (see Fig. 1). The assessed variables included streamflow, groundwater level, precipitation, soil moisture (5 cm depth), surface air temperature, solar radiation, relative humidity, and wind speed. Streamflow and groundwater data were retrieved from the USGS database, while the soil moisture and weather data were obtained from the Oklahoma Mesonet database (McPherson et al., 2007) which provides quality soil moisture and weather measurements over several decades (Scott et al., 2013). Over the decade 2001 to 2010, daily time-series were obtained from nine different stations including two groundwater stations, two streamflow stations, and five weather stations. Fig. 1 shows the locations of stations across Oklahoma and Table 1 provides additional details. The stations were selected based on data consistency and their spatial distribution. Five weather stations (i.e. W1, W2, W3, W4, W5) were considered within the Oklahoma Mesonet network. The streamflow stations are located on two different streams, namely the North Canadian River (station S1) and the North Fork Red River (station S2). Likewise, the groundwater wells belong to two different aquifer systems which are the Arbuckle-Simpson (station G1) and the High Plains (station G2).

The study period 2001–2010 was considered, based on time-space data consistency at all the selected stations. For this period, all the stations had continuous daily records with minor gaps, as the missing values were on average below 1%. The missing values were filled using either the closest daily value for variables displaying high temporal autocorrelations (i.e. streamflow, groundwater, soil moisture) or the inverse distance weighted averages (Di Luzio et al., 2008) for variables with high spatial correlations (i.e. precipitation, temperature, wind speed, relative humidity, and solar radiation). Note, the Oklahoma mesonet network counts 120 stations widely distributed across the State, and each of the selected weather station has several neighboring stations which data are correlated. The daily time-series were used as a basis for a scaling framework where the data were rescaled to generate weekly, biweekly, monthly, bimonthly, and trimonthly time-series. The rescaling technique averaged daily observations. As a result, daily time-series can be easily compared with weekly, biweekly, monthly, bimonthly, and trimonthly time-series. The rescaled data were analyzed separately and for each variable and location, the divergences due to the scaling were quantified probabilistically.

2.2. Methodology

This study used a non-parametric kernel density function to derive probability distributions and deviations caused by different scales were estimated using the Kullback–Leibler divergence.

2.2.1. Kernel density estimator

The Kernel density function (Silverman, 1986) was used to derive probability distributions of the eight different variables (Botev et al., 2010). The kernel density provides a smooth representation of the real data distribution (Qin et al., 2011). Applying a gaussian kernel to the variables (Jann, 2007; Seaman and Powell, 1996; Silverman, 1986), this study estimated the density functions. Given the time-series of a random variable $X$ with $n$ elements, the corresponding kernel density estimator $f(\cdot)$ was defined as:

$$f(x) = \frac{1}{nh} \sum_{i=1}^{n} K\left(\frac{x - X_i}{h}\right)$$

(1)
In Eqs. (6) and (7), \( m \) is the number of discrete intervals defined within the range of the variable \( X \), \( P(i) \) and \( Q(i) \) are, respectively, the discrete probability values associated with an interval \( i \) within the range of \( X \). For consistency, the same number of bins \( m = 100 \) was considered, but the ranges depend on the variable. The spatial Kullback–Leibler divergence \( D^S_{KL} \) was defined as

\[
D^S_{KL}(P|P') = - \sum_{i=1}^{m} P(i) \log \frac{P(i)}{P'(i)}
\]

(8)

The formulation of both \( D^T_{KL} \) and \( D^S_{KL} \) is based on the same \( D^T_{KL} \) is defined to measure the divergence between the probability distributions \( P \) and \( P' \) of two different stations given the same variable \( X \) at a monthly time scale. Thus, \( P(i) \) and \( P'(i) \) are, respectively, the discrete probability values of each of the two stations given a bin \( i \) within the range of \( X \).

3. Results

The methodology was applied to the target variables. The effect of scaling on the probability distributions and the implication on inferences in water resources were analyzed.

3.1. Scaling and kernel density estimation

Using the kernel density method, the probability distributions of streamflow data from station S1, groundwater data from station G1, soil moisture and weather data from station W1 were assessed using different time-scales, including daily, weekly, monthly, bimonthly, and trimonthly scales. It is to note that the initial 10-day-year daily time-series size changed as the data was rescaled from daily (3652 daily observations) to weekly (522 weekly observations), biweekly (261 biweekly observations), monthly (120 monthly observations), bimonthly (60 bimonthly observations) and trimonthly (40 trimonthly observations). For the kernel density method, Seaman et al. (1999) recommend a minimum sample size of 30, thus the data size used in this study allowed modelling up to a trimonthly time scale. Figs. 2 and 3 show the effect of scaling on the kernel density distribution of each variable. The optimal band widths, estimated based on Eq. (7), are reported in Table 2. Note the band widths have the same units as the variables. For each of the variables, the changes caused by time-scales were noticeable from the kernel density curves and disparities were notable, depending on the variable. For instance, the scaling effect on relative humidity (Fig. 3a) and wind speed (Fig. 3b) seemed comparable as the distribution’s peak tended to increase with increasing time scale. Likewise, similarities can be seen between air temperature (Fig. 3c) and solar radiation (Fig. 3d) for which the kernel density distributions appeared bimodal. However, these visual resemblances can hardly be defined among the other four variables, including precipitation (Fig. 2a),
streamflow (Fig. 2b), soil moisture (Fig. 2c), and groundwater (Fig. 2d).

In summary, the kernel density analysis brought out critical signals of scaling interference in the distribution shapes of the variables. Shifts were noticeable, as one moved from a fine to a larger time-scale. For some variables (e.g. relative humidity, wind speed), the change was apparently expressed as a shift of the kurtosis (peak), while for other variables the changes seemed more complex to define. The discrete probability values obtained from the kernel density were employed to determine the divergence pertaining to the temporal scaling framework.

3.2. Temporal divergence analysis

The actual probability distributions of variables were divergently affected by time-scales even though some resemblances were noted. The Kullback-Leibler divergence was applied to quantify the divergences pertaining to time scale changes. Table 3 shows the temporal divergence estimations. Since the Kullback-Leibler divergence is unitless, the values are comparable among variables. Hence, based on theKL

values, the scaling appeared to have more effect on wind speed [KL(daily, trimonthly) = -0.88], relative humidity [KL(daily, trimonthly) = -0.88], precipitation [KL(daily, trimonthly) = -0.24], and soil moisture [KL(daily, trimonthly) = -0.20]. In contrast, the air temperature was less sensitive to temporal scaling [KL(daily, trimonthly) = -0.01]. These observations are concordant with Figs. 2 and 3, as one compares daily kernel density curves with trimonthly curves. The large values of Kullback-Leibler divergence reported in Table 3 correspond to larger deviations (i.e. gap) between the kernel density curves displayed by Figs. 2 and 3. This finding supports the consistency of the methodology developed.

From an analytical point of view, it is normal to suspect that changes affecting the data probability distributions are likely to influence inferences based on these data. In water resources management, probabilistic tools are often involved in decision making. Therefore, it is important to understand how the time scale changes may affect statistical inferences. To illustrate this point, correlation analysis was done to evaluate the effect of time scale change on statistical relationships between variables. Fig. 4 shows examples of correlation changes due to

Fig. 2. Scaling effect on the shapes of the kernel density distribution of precipitation at station W1 (a), streamflow at station S1 (b), 5 cm depth soil moisture at station W1 (c), and groundwater level at station G1 (d).
the time scales variation. The patterns illustrated are relevant, as they pinpoint the scaling effect on statistical relationships. Subsequently, inferences made on correlation analysis may mislead interpretations unless the time scales used are emphasized.

3.3. Spatial divergence analysis

The spatial divergences $D_{kl}$ were evaluated using the same time scale (i.e. monthly) at individual stations, and the kernel density estimator corresponding to each variable was considered to obtain the

![Fig. 3. Scaling effect on the shapes of the kernel density distribution of relative humidity (a), wind speed (b), air temperature (c), and solar radiation (d) at station W1.](image)

<table>
<thead>
<tr>
<th>Variable</th>
<th>Time Scales</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Daily</td>
</tr>
<tr>
<td>Precipitation (mm/day)</td>
<td>1.42</td>
</tr>
<tr>
<td>Streamflow (m³/s)</td>
<td>0.69</td>
</tr>
<tr>
<td>Groundwater level (m)</td>
<td>0.52</td>
</tr>
<tr>
<td>Soil moisture at 5 cm (%)</td>
<td>0.73</td>
</tr>
<tr>
<td>Relative humidity (%)</td>
<td>3.06</td>
</tr>
<tr>
<td>Wind speed (km/hr)</td>
<td>1.24</td>
</tr>
<tr>
<td>Air temperature (°C)</td>
<td>2.05</td>
</tr>
<tr>
<td>Solar radiation (MJ/m²/day)</td>
<td>1.58</td>
</tr>
</tbody>
</table>
discrete probabilities using \( m \) intervals defined within the range of the variable. Coupling the discrete probability distributions between stations, the spatial divergence \( D_{KL} \) was quantified. Tables 4 and 5 summarize the spatial divergence for each variable. The pictorial changes are also reported. To ease comparison, the ranges of the variables were unit-normalized. Changes of probability distribution curves are noticeable among the compared locations, but the extent of these changes seems to depend on the type of variable. Amongst all the variables, groundwater showed the most important spatial divergence (\( D_{KL} = -0.18 \)). This is probably due to the nature of the groundwater wells G1 and G2 which belong to two different aquifer systems (see Table 1 and Fig. 1 for details). However, the most interesting aspect of the result is probably noticed with the curves presenting the pictorial changes of solar radiation and air temperature, as they tend to display similar shapes regardless of the locations. The \( D_{KL} \) values corresponding to these two variables are very low, suggesting a minor spatial interference in the probabilistic behavior of the variables. Hence, for air temperature and solar radiation, the site-specific probability distributions could be likened using the same parent model. For soil moisture, precipitation, and wind speed, the spatial divergences are noticeable.

### Table 3

<table>
<thead>
<tr>
<th>Time scale</th>
<th>Precipitation</th>
<th>Streamflow</th>
<th>Ground water level</th>
<th>Soil moisture at 5 cm</th>
<th>Relative humidity</th>
<th>Wind speed</th>
<th>Air temperature</th>
<th>Solar radiation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Daily</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>Weekly</td>
<td>-0.023</td>
<td>-0.019</td>
<td>-0.005</td>
<td>-0.012</td>
<td>-0.052</td>
<td>-0.222</td>
<td>-0.004</td>
<td>-0.044</td>
</tr>
<tr>
<td>Biweekly</td>
<td>-0.125</td>
<td>-0.030</td>
<td>-0.008</td>
<td>-0.025</td>
<td>-0.120</td>
<td>-0.432</td>
<td>-0.008</td>
<td>-0.064</td>
</tr>
<tr>
<td>Monthly</td>
<td>-0.169</td>
<td>-0.028</td>
<td>-0.011</td>
<td>-0.061</td>
<td>-0.216</td>
<td>-0.600</td>
<td>-0.009</td>
<td>-0.069</td>
</tr>
<tr>
<td>Bimonthly</td>
<td>-0.227</td>
<td>-0.032</td>
<td>-0.015</td>
<td>-0.126</td>
<td>-0.355</td>
<td>-0.848</td>
<td>-0.010</td>
<td>-0.088</td>
</tr>
<tr>
<td>Trimonthly</td>
<td>-0.241</td>
<td>-0.037</td>
<td>-0.016</td>
<td>-0.202</td>
<td>-0.416</td>
<td>-0.876</td>
<td>-0.013</td>
<td>-0.115</td>
</tr>
</tbody>
</table>

Note: Kullback-Leibler divergence estimate is unitless.

---

**Fig. 4.** Scaling effect on statistical inferences explained using a correlation analysis of paired variables.
from the pictorial distribution curves. Based on the $D_{KL}$ values and the pictorial distributions, it clearly appears that the spatial variability interferes diversely in the probability distributions of the variables. Among all the variables, air temperature and solar radiation showed only minor sensitivity to space scaling.

### 3.4. Case study

The purpose of this case study was to evaluate the methodology on a different set of data outside the study region. Note the concept of time-space scaling is transversal for earth science disciplines as most biophysical phenomena are dynamic in time and space (White et al., 2018; Clark et al., 2004). To describe these phenomena, different categories of variables are often used. In a multiscale context, a variable, such as Normalized Difference Vegetation Index (NDVI), is considered practical for monitoring land-cover and water stress (Bauer et al., 2015; Sohoulande and Singh, 2015). Hence, the case study employed the methodology developed to address NDVI responses to precipitation and soil moisture.

The NDVI, soil moisture (5 cm depth), and precipitation data have been described by Sohoulande et al. (2015) who used the same data to address the large-scale vegetation response to precipitation across the southwestern United States. The NDVI data is a biweekly generated time-series corresponding to a Landsat’s scene spanning approximately 170 km north-southward and 185 km east-westward, centered at the latitude 31.75 °N and longitude 100.58 °W. The target is located in Texas and corresponds to the Worldwide Reference System-2’s path 29 and row 38. The data are processed and released for different vegetation covers at a biweekly time-scale by the United States Geological Survey (https://eros.usgs.gov). The case study only focused on the NDVI of two types of vegetation covers which are deciduous forest and grassland. Along with the vegetation index data, soil moisture and precipitation data were obtained from stations encompassed by the target Landsat’s scene (Sohoulande and Singh, 2015). Twenty-three year (1989 to 2011) biweekly time-series were considered, then rescaled to 0.5, 1, 1.5, 2, 3, and 6 months’ time scales. The probability distributions of the variables were approached using the kernel density modelling. The scaling effect on the data was analyzed using the Kullback–Leibler formulation. The implication of the scaling framework on statistical inferences was examined using a correlation analysis of NDVI response to precipitation and soil moisture given different time scales.
Fig. 5 presents the curves of kernel density estimates which also portray the changes of probability distributions, a consequence of scaling. The Kullback-Leibler divergence estimates are summarized in Table 6 which shows that precipitation and soil moisture are highly affected by scaling, but the Kullback-Leibler divergence is much higher for precipitation than soil moisture. In contrast, the NDVI of both vegetation types (deciduous forest, grassland) is less affected by the scale changes and the Kullback-Leibler divergence values are relatively negligible. Meanwhile, analysis of the scaling effect on NDVI response to precipitation and soil moisture seems to bring out a relevant paradigm. Indeed, Fig. 6 shows a gradual increase of the correlation between NDVI and precipitation, while the correlation between NDVI and soil moisture is likely stable as the time scale changes. This contrast is concordant with the result reported by Fig. 4 which also highlights different effects of time-space scaling on statistical inferences.

Table 6
Kullback-Leibler divergence estimates between biweekly (0.5 month) probability distribution and the alternate distributions (1, 1.5, 2, 3, and 6 months) for NDVI, precipitation, and soil moisture data.

<table>
<thead>
<tr>
<th>Time scale</th>
<th>Precipitation</th>
<th>Soil moisture at 5 cm</th>
<th>NDVI for deciduous forest</th>
<th>NDVI for grassland</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5 month</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1 month</td>
<td>0.024</td>
<td>0.005</td>
<td>0.001</td>
<td>0.000</td>
</tr>
<tr>
<td>1.5 month</td>
<td>0.103</td>
<td>0.019</td>
<td>0.001</td>
<td>0.001</td>
</tr>
<tr>
<td>2 months</td>
<td>0.143</td>
<td>0.037</td>
<td>0.001</td>
<td>0.001</td>
</tr>
<tr>
<td>3 months</td>
<td>0.217</td>
<td>0.104</td>
<td>0.010</td>
<td>0.002</td>
</tr>
<tr>
<td>6 months</td>
<td>0.431</td>
<td>0.162</td>
<td>0.039</td>
<td>0.015</td>
</tr>
</tbody>
</table>

Fig. 5. Scaling effect on the kernel density distribution of precipitation (a), soil moisture at 5 cm (b), NDVI of deciduous forest (c), and NDVI of grassland (d).

Fig. 6. Examples of marginal effect of time-scaling on the correlation analyses between soil moisture and NDVI (a); precipitation and NDVI (b). Note: all the correlations are significant at p-value = 0.05.
4. Synthesis and discussion

The results revealed critical discrepancies among the probability distributions of rescaled data. However, the magnitudes of divergences differed, depending on the variable. For instance, the distributions of wind speed, relative humidity, precipitation, and temperature changed remarkably, as the time scale changed. In contrast, the changes observed with air temperature seemed negligible as the scale changed. Interestingly, the spatial divergence analysis also indicated a negligible scaling effect on the probability distribution of air temperature which appeared less sensitive to time-space scaling. This observation is likely to have critical implications in water resources in view of the important role of air temperature in evapotranspiration (Olivera-Guerra et al., 2017; Trajkovic, 2005). For instance, the fact that the time-space scaling has a minor effect on the probability distribution of air temperature in a given region (e.g. Oklahoma) could leverage the accuracy of atmospheric water demand estimate. In oppose to air temperature, wind speed, relative humidity, precipitation, and soil moisture were found highly sensitive to time-space scales. Therefore, the inferences made using these variables would require more perspicacity to achieve wise water resources management.

Regardless of the regional considerations involved in the study, the outcomes highlighted seem consistent with conclusions drawn from previous studies related to water resources. For instance, Schoof and Pryor (2001) downscaled temperature and precipitation and concluded a high predictability of temperature in comparison to precipitation. Indeed, this conclusion may be sustained by the low impact of time-space scaling on the probability distribution of temperature. Thus, there is a possibility to anticipate the high downscaling capability of temperature by just referring to the probabilistic divergences pertaining to time-space scaling. From this standpoint, the methodology reported in this paper may be considered as a supporting tool to evaluate the probabilistic divergences pertaining to time-space scaling and indirectly help choose appropriate scales. However, the method can also be used to improve input quality in water resources modelling. For example, Olivera-Guerra et al. (2017) reported a method of quantifying actual evapotranspiration using surface air temperature. Likewise, Sohoulande and Singh (2015) reported a method to quantify plant growth using precipitation, soil moisture, and temperature. For each of these methods, a prior understanding of the scaling effect on the input variables is desirable, as it may improve the interpretation of outcomes.

From correlation analyses in Fig. 4, it appears that scaling has a noticeable effect on statistical inferences. Indeed, large scales tend to provide stronger statistical relationships (e.g. higher correlations). However, the statistics seem either moderate or substantial, depending on the variables involved. This tendency is confirmed by the case study which evaluated the NDVI response to precipitation and soil moisture at different time scales (i.e. 0.5, 1, 1.5, 2, 3, 6 months). The analyses were summarized by Fig. 6 which showed a gradual increase of correlation between NDVI and precipitation as the time scale changed. At the same time, the correlation between NDVI and soil moisture seemed moderate and visually stable as the time scale changed. From a statistical perspective, rescaling a variable is often associated with a loss of variance (Peleg et al., 2018; Sohoulande and Singh, 2016). This loss of variance is likely to affect the statistics involving the variables. This is probably the explanation of the paradigm of correlation changes observed with the analyses in both Figs. 4 and 6. Nevertheless, the magnitudes of time-space scaling on the probabilistic divergences of the variables are signals of the potential biases in statistical inferences.

5. Conclusion

The key findings of the study are as follows:

- Water resource related variables are diversely affected by time-space scaling.
- Air temperature is less sensitive to time-space scaling.
- Wind speed, relative humidity, soil moisture, and precipitation are much sensitive to time-space scaling.
- Statistical inferences are moderately or highly affected by time-space scales, depending on the variables involved. However, the correlation values tend to increase with larger scales.
- Inferences made in water resources must emphasize the time-space scales, since for certain variables statistical correlations gradually change with scaling.

The methodology employed helped to understand potential divergences caused by time space scales on water resources variables. Upon data availability, the method can be conveniently considered as a data appraisal tool in a situation where the time-space scaling effect on statistical inferences need to be understood.
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