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Weeding out Economic

Impacts of Farm Decisions

D.W. Archer

Decisions made at the farm level are
heavily influenced, if not driven, by tarm-
level economic impacts. Producers make a
iyriad of decisions throughout the seasou,
and even if they are not driven strictly by
profit maxinuzation goals, profit needs to
at least be considered in order for the oper-
ation to remain economically viable. As a
consequence, this paper will focus primarily
on the relationships between management
decisions and farm-level profit. What
follows is a discussion of some of the
factors that affect farm profitability, with
the idea of providing insights into how
managenient decisions may be influenced
by economic considerations, and conversely,
providing a broad overview of how
enhanced decision making might affect
farm profitability.

Basic production processes. The most
direct economic impacts at the farin-level
represent a sumumation of hnpacts occur-
ring at the field or smaller scales relating
the use of purchased inputs to crop
outputs. This “crop response function
approach” is one of the oldest and most
widely used tools inn agricultural econom-
ics (Heady and Pesek, 1954), and has seen
renewed interest in the area of precision
agriculture and variable rate applications
(Bongiovanni and Lowenberg-DeBoer,
2001; Bullock et al., 2002; Mamo et al.,
2003). An example of this approach is the
relationship between nitrogen fertilizer
applications and crop yield. If we know
the functional relationship between the
quantities of nitrogen fertilizer applied
and crop yield, as well as nitrogen and
crop price, it is quite easy to identify the

CHAPTER 4

amount of fertilizer to apply in order to
niaximize nec returns. However, in reality
producers ouly have a general idea about
the relationship between the quantity of
tertilizer applied and crop yield. In addi-
tion, factors acting between the tmes the
fertilizer is applied and when the crop is
harvested result in uncertainty about yields
and prices that will be realized. For exam-
ple, yield is aftected by nitrogen availability,
weather, availability of other nutrients,
pest pressures, etc. It is costly to gather
more information about the relatiouship
between the quantities of fertilizer applied
and crop yield. Even with extensive infor-
wation gathering, it is unlikely all of cthe
uncertainty will be resolved. The impor-
tant question is how much information is
it worth collecting?

In many cases, the relationship between
net return and applied nitrogen is relatively
flat over a range of application rates, imply-
ing there is little economic benefic to gath-
ering more information in order to fine
tune rates. Figure 1 shows the gross mar-
gin for the nitrogen production function
used by Mitchell (2003). The optinnun
nitrogen application rate in this example is
107 pounds per acre, resulting in a gross
margin of $255.42 per acre. However, the
nitrogen application rate can range any-
where fron1 61.5 to 162 pounds per acre,
and gross margin will be within $5.00 per
acre of the optimum. This has often been
observed to be the case with other inputs
(Hutton and Thorne, 1955; Anderson,
1975) and for other economic decisions
including land use allocation decisions
(Pannell, 2004). This “flat payoft function”
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Figure 1

Gross margin response to applied nitrogen fertilizer in corn.
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has some potentially positive implications
in that producers have a wide margin for
error in their production decisions which
lends a degree of flexibility to their man-
agement options. This flexibility is a key
issue in farm-level econontics that will be
discussed in more detail later. Focusing on
a single input decision, this flat payoff
function may lead one to conclude that
there is potential to reduce input levels
with little negative economic impact. For
the nitrogen example, application rate
could be reduced by over 40 percent with
only a $5.00 per acre reduction in net
return. In one of the examples provided
by Pannell (2004), herbicide doses ranging
from 60 percent of the optimum to 170
percent of the optimum would yield prof-
its. within 95 percent of the optimum.
Even though the economic benefits to
fine tuning rates may be small, it does not
necessarily follow that environmental con-
sequences would be small.

The nitrogen example shown in Figure

1 is admittedly a simple example in that it
is based on a single location and single year
response, so it does not include the risk and
uncertainty (hereafter the terms risk and
uncertainty will be used interchangeably,
referring jointdy to imperfect knowledge
and uncertain consequences) faced by pro-
ducers. Uncertainty can aftect producer
decisions in many ways, depending upon
the source of the uncertainty. Motivated
by the common idea that farmers apply “a
little extra fertilizer just in case it is needed,”
Babcock (1992) showed that uncertainty
regarding soil nitrate concentrations and
potential yields could lead producers to
increase nitrogen applications rates to max-
imize expected profits. In a simulation
analysis of nitrogen application to corn in
lowa, Babcock showed that uncertainty
could increase application rates by as much
as 25 to 36 percent. This result is not
generalizable to other production tech-
nologies. Pannell (1990; 1991) showed in
many cases expected pesticide application
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rates decline with increases in uncertainty.

At the whole-farm level, basic production
processes include interactions among pro-
duction activities. Crop rotation sequences
can affect crop yields through effects on
weed and disease pressures, nutrient cycling,
and water use dynamics. Integration of crop
and livestock production can affect prof-
itability by reducing input costs and increas-
ing productivity. As an example, Pannell
(1999) discusses the importance of account-
ing for interactions in estimating the farm-
level impacts of introducing lupins to a
Western Australian farm. In the analysis,
Pannell included the effects of lupins on fix-
Ing nitrogen, improving soil structure, reduc-
ing cereal disease levels, and use of lupin
grain and residues as sheep feeds. He also
included effects on efficiency of machinery
use. Comparing the analysis to the case
where no interactions were included
showed that the economic benefits from
lupins would be greatly underestimated
without interactions.

Timeliness, As basic  production
processes are brought up to the farm scale,
timeliness becomes important. Many
farming activities must be carried out at
specific times in order to be most effective.
Crops need to be planted to make full use
of the growing season, herbicide applica-
tions need to be timed to minimize yield
loss due to weed competition, and crops
should be harvested when they have
reached maturity, but before yield loss or
damage occurs. However, producers have
limited equipment and labor to carry out
these operations. Critical times may occur
simultaneously at several locations around
the farm making it impossible to reach all
of the locations in a timely manner, or
weather conditions may delay field opera-
tions. When these operations can not be
completed at the appropriate time, there is
generally a direct effect on crop productiv-
ity and therefore economic returns.

Producers make decisions to manage
the economic effects of time constraints.

They may select crop mixes or tillage prac-
tices to reduce the potential for conflicts to
occur. They may purchase more or larger
equipment and hire additional labor to
increase their capacity to complete opera-
tions in a timely manner. These types of
decisions can have significant farm-level
econoinic effects. Because of the potential
for significant farm-level economic effects,
machinery selection has been the impetus
behind the development of several soft-
ware decision aids (Siemens et al., 1990;
Ellinger, 2003) that include effects of time-
liness. In addition, time constraints are an
important part of comprehensive whole-
farm optimization models (e.g. Doster,
2000; Pannell, 1996).

Flexibility. Flexibility in management
options has long been conjectured to have
significant economic impacts at the farn-
level, but has received relatively little
formal study. Schultz (1939) went so far as
to say that individual farms are not neces-
sary except in the face of change, writing:

The criterion that measures entre~

preneurial success is to be found in

adjustments which may be looked
upon as consisting of two interrelat-

ed parts: (a) correctly anticipating

the type of adjustments that are

needed; and (b) the best way or
method for making the adjustment.

The idea is that producers have flexibility
to make tactical adjustments in response to
new inforination, and that these tactical
adjustments can have significant farm-level
economic impacts. It is this response to new
information that distinguishes flexibility in
decision making from timeliness issues.

Techniques and a theoretical basis for
analyzing management flexibility have
been available for quite some time (Rae,
1971; Antle, 1983b). However, application
of these techniques has only become prac-
tical with advances in computer technology.
Management flexibility was first studied
for decisions involving a single enterprise
or a single input (Mjelde et al., 1989;
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Thornton, 1984; Harper et al, 1994;
Mitchell, 2003). Studies evaluating
whole-farm impacts of tactical adjust-
ments are more recent and more limited
(Kingwell et al., 1992; Kingwell et al,,
1993; Kingwell, 1994; Etyang et al., 1998;
Dorward, 1999; Ekman, 2000). In some
cases the availability of tactical adjust-
ments can have large farm-level econom-
ic effects. Kingwell et al. (1993), in a
study of a representative Western Australia
farm system, found the inclusion of tacti-
cal adjustments increased expected net
return by 22 percent compared to the
best inflexible strategy. In addition, the
largest benefits of flexibility occurred in
the most extreme seasons. This would
indicate that producers who can make tac-
tical adjustments, particularly in extreme
conditions, may have a competitive
advantage. However, Ekman (2000)
showed only a three percent increase in
expected net return using a flexible strate-
gy compared to a fixed strategy for a rep-
resentative Swedish farm. The differing
impacts are likely due to the uncertainty
effects considered in the alternative mod-
els. Kingwell et al. considered adjustments
to seasonal weather observations that have
direct and potentially large impacts on pro-
duction, while Ekman considered adjust-
ments to uncertain field-time availability
which had generally indirect and marginal
impacts on yields and were partially offset
by reductions in cost. A challenge for
both farm managers and economists is to
recognize a priori when tactical adjustments
are likely to have significant farm-level
economic effects.

In some cases, timeliness and manage-
ment flexibility may be the primary rea-
sons producers use a specific technology.
Bouzaher et al. (1992) modeled choices
among herbicide strategies based on the
time periods when specific herbicides
could be applied and be effective.
Herbicide strategies that allowed longer
time periods for successful application at

the lowest cost resulted in the highest
expected net returns, and would be select-
ed by profit maximizing producers.
Similarly, Archer and Gesch (2003) evalu-
ated the potential for a temperature-sen-
sitive seed coating to be adopted by pro-
ducers in the U.S. northern Corn Belt
based on the added flexibility in planting
time that the coating would provide. The
analysis showed the new technology
could increase whole-farm expected net
returns by three to four percent with
expected use on as much as 45 to 79 per-
cent of the total crop acres. Note this
benefit occurs for a technology that has no
direct effect on crop productivity.

Several recent analyses have included
the concept of “real options.” The idea is
that with some types of decisions, there is
a value to waiting rather than taking
immediate action. Real options can be
used to assess the value of management
flexibility. This approach has been used by
Saphores (2000) to evaluate pest control
decisions where “the farmer has to balance
expected pest damages with the cost of
applying the pesticide plus the loss of flexibil-
ity which comes from using one of its
possibilities to reduce the density of the
pest population by spraying the pesticide”
(emphasis added). The approach has also
been used in evaluating the decision to
adopt new technologies. In analyzing the
decision to invest in site-specific crop
management, Khanna et al. (2000) showed
that it may be more profitable for producers
to delay adoption even though immediate
adoption appears to be profitable. This
situation occurs because payoffs are uncer-
tain, investments in the technology are
irreversible and costs of the technology are
declining. In this analysis, adoption of site-
specific crop management was shown to
have environmental benefits due to
reduced nitrogen runoff, so delaying
adoption also delays environmental bene-
fits. In a related study, Isik (2004) showed
that uncertainty about the availability of
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cost-share subsidies for improved nutrient
management (including site-specific tech-
nologies) can delay adoption when cost-
share is not currently available but there is
an expectation it may become available.
The real options approach accounts for the
possibility of producers delaying decisions
into the future.

Information acquisition. Because tactical
adjustments are made in response to new
information, this has naturally lead econo-
mists to analyze the value of information.
Hennessy and Babcock (1998) observed
“there is wide spread belief that modern
manufacturing emphasizes flexibility in
accommodating new information,” and
“information technology is being used to
enhance flexibility.” The implicit recogni-
tion is that businesses not only utilize flex-
ibility to make adjustments as information
becomes available, but they make invest-
ments to increase flexibility by acquiring
information. Information can be used to
make management decisions as the season
progresses (reducing temporal uncertainty)
and/or information can be used to adjust
management across the landscape (reduc-

' ing spatial uncertainty).

Anderson et al. (1977) identified a
method for estimating the value of
information as the difference between the
certainty equivalent value of the optimal
strategy with the information and the
certainty equivalent value of the optimal
strategy without the information. (Note:
certainty equivalent value is the amount of
money that an individual would have to
receive to be indifferent between a certain
payoff and a given gamble. This is used to
account for differences in individual risk
preferences. For a risk-neutral producer,
certainty equivalent is the same as expected
profit.) Chavas and Pope (1984) outlined a
theoretical model for the value of infor-
mation in sequental decisions, where the
decision maker can revise plans as new
information becomes available. The
model showed that the ability to revise

future plans tends to make the decision
maker better off, indicating the value of
flexibility in management. Antle (1983b)
indicated the potential pitfalls of not
including sequential decision making in
economic analysis. The importance was
confirmed by Mjelde et al. (1989) who
showed a four to 10 percent increase in
profits for a farm utilizing information to
adjust nitrogen applications versus a farm
that does not update applications based on
weather conditions.

Applying the Anderson et al. approach,
Pannell (1994) evaluated the value of
information in weed-control decisions
based on information about potential
yields (via weather information) and weed
densities. He showed that the expected
value of information could reach as high as
15 percent of the expected gross margin.
He also showed that expected herbicide
applications should decline for a producer
who adjusts herbicide applications based on
weather observations and weed densities.

In evaluating the value of information, it
is important to be clear about the assump-
tions being made about both the initial
level of information producers have and
the level of information that will be
attained. In evaluating the value of infor-
mation on late-spring soil nitrate levels,
Babcock and Blackmer (1992) assumed
producers initially know the probability
distribution of soil nitrate levels, but not
the actual values. They compared this to a
state of “perfect information” where soil
nitrate levels are known with certainty.
Their analysis showed values of perfect
information ranged from $6 to $22 per
acre and expected total nitrogen applica-
tions were reduced by as much as 38
percent compared to the no soil test infor-
mation case. Note, these values represent
upper bounds on what producers would
obtain if they either had better baseline
information than assumed or if soil test
information is imperfect.

Babcock and Blackmers example
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showed how, at least for nitrogen, informa-
tion might serve as a substitute for pur-
chased inputs. Uncertainty leads producers
to apply higher nitrogen application rates,
but information can allow producers to
respond tactically, reducing uncertainty,
and thereby reducing application rates.
Unfortunately, this result is dependant on
the underlying production relationship, so
it is not necessarily generalizable.
Regarding spatial uncertainty, Hennessy
and Babcock (1998) developed a theoreti-
cal model to evaluate how acquiring infor-
mation about spatial variability affects both
profitability and input use. For the case of
perfect information, that is, moving from a
condition of unknown variation across a
field to known spatial variation across a
field, Hennessy and Babcock showed
that the value of information increases as
variability increases. This supports the
common finding that the economic
performance of site-specific application
technologies is positively related to spatial
variation across a field (Forcella, 1992;
Babcock and Pautsch, 1998; English et al.,
2001). This also explains the observations
of Olson and Elisabeth (2003) that adop-
tion of precision agriculture technologies
was positively related to soil variability
for farms in southwestern Minnesota.
Hennessy and Babcock could not identify
a general relationship between information
and input use without a nore detailed
understanding of the specific technology
involved. However, in an applied analysis,
Babcock and Pautsch (1998) found that
soil test information could result in reduc-
ing fertilizer application rates by five to
32 percent. Even though Babcock and
Pautsch showed positive economic values
for perfect spatal information in variable
rate nitrogen applications, it should be
noted that the value of the information
was relatively small, ranging from $1.53 to
$7.43 per acre.
Of course, the assumption of perfect
information is a limiting case. In reality, it

is unlikely that all of the uncertainty will
be resolved prior to making a decision.
Mitchell (2003) extended the theoretical
model of Hennessy and Babcock to
include the possibility of imperfect infor-
mation. He showed that the value of
imperfect information about spatial vari-
ability is higher when it increases the
efficiency of input use, and when the
information is “good” in that it correlates
well with the underlying stochastic factor
and exhibits low variability. In an applied
analysis, Mitchell showed that imperfect
information could decrease nitrogen appli-
cation rates by four to nine percent
depending on the quality of the informa-
tion. However, the economic value of the
information was again relatively low, rang-
ing from $1.07 to $1.38 per acre. In a
similar analysis, Babcock et al. (1996)
showed that nitrogen application rates
might be reduced by 15 to 40 percent,
with the value of the information ranging
from $3 to $10 per acre.

This leads to the larger question of how
producers strategically position themselves
to take advantage of tactical opportunities.
lnvestments in information acquisition are
one tool producers can use. As Pannell et
al. (2000) observed the key to maintaining
an economically viable farin enterprise is
getting the big decisions right, and that
those who made incorrect major adjust-
ments are the ones who are most likely to
be under financial stress.

Financial considerations. Financial con-
siderations often get overlooked in farm-
level economic analyses. As Malcolm
(2000) observed “financial feasibility is
as important a criteria as economic
returns” in farm management economic
analysis. Several studies have looked at
how farm investment and borrowing deci-
sions are affected by year-to-year changes
in production (Lowenberg-DeBoer, 1986;
Featherstone et al., 1990; Atwood et al.,
1996; Escalante and Barry, 2001; Atwood
and Buschena, 2003); however, these gen-
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erally lack detail in production practices.
Consequently, interactions between pro-
duction decisions and investment and bor-
rowing decisions have not been analyzed
in detail. However, it is these investment
and borrowing decisions that are the
“big decisions” Pannell et al. (2000) say
are important for producers to get right.
In order to get these decisions right, it is
important to understand how they mnight
constrain or be constrained by manage-
ment options at a finer level. Escalante and
Barry (2001) showed that the availability of
share leasing arrangements might lead to a
substantial increase in farm size due to
effects on increasing cash flow. For a rep-
resentative risk-neutral Illinois farm, they
showed that both farm size and net farm
income more than doubled with the avail-
ability of share leasing arrangements.
However, because the model did not
include other constraints related to pro-
duction practices, it is unclear whether this
response is realistic.

Whole-farm models often include
financial constraints (Pannell, 199¢;
Dorward, 1999), but these don’t include
detail on the dynamics of year-to-year
adjustments in investment and borrowing
decisions that may be important for cap-
turing the effects of financial considera-
tons on farm-level decisions. Dorward
(1999) showed an interaction between
access to credit markets and benefits to on-
farm tactical responses to risk, indicating
that tactical responses may become less
important when farms have access to
effective credit markets. Understanding
these types of interactions is important in
understanding  how financial considera-
dons affect farm-level decisions.

Producer attributes. The preceding
discussion neglects any consideration of
differences among producers. Producers
have individual tastes and preferences.
They are part of a community and have
social goals and environmental goals; and
they have different mixes of skills, abilities,

and interests. While these actributes will
not be discussed in detail here, it is impor-
tant to illustrate some pertinent relation-
ships to economic performance.

The most commeon tool for including
individual preferences in economic analy-
sis is the utility function. In most cases
utility is used only to account for individ-
ual’s aversion to risk. While there has been
considerable research indicating that pro-
ducers tend to be risk-averse, risk aversion
is often included in economic analysis with
little regard for whether it is economically
important (Pannell et al., 2000; Just, 2003).
In addition, considerable research has
shown that behaviors often attributed to
risk-averse preferences can be explained by
appropriately capturing other aspects such
as financial transaction costs (Atwood and
Bushena, 2003) and production technolo-
gies (Ande, 1983a; Babcock and Shogren,
1995; Pannell et al., 2000). Pannell et al.
(2000) argue, “Often, better representation
of the biology, production alternatives,
technology, taxation ramifications, resource
endowments, weather-year and price
conditions, and tactical opportunities will
yield more valuable information about
change at the farm-level than sophisticated
inclusion of risk-aversion.” For soil nitrate
uncertainty, Babcock and Shogren (1995)
showed that the direct effect of uncertainty
on production accounted for 40 to 85 per-
cent of the total premium producers
would be willing to pay for risk reduction,
with risk aversion accounting for the rest
of the premium. This is not to deny that
producers are risk-averse, but simply to
point out that, depending on the situation,
risk aversion may or may not play an
important part in farm-level decisions
compared to other factors.

Besides having different preferences,
farmers have different mixes of skills and
abilities. These differing levels of human
capital affect both the sources of informa-
tion farmers utilize and the usefulness of
that information (Just et al., 2003). Griftin
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et al. (2004) identified human capital costs
as one of the barriers to adoption of
precision-agriculture technologies. They
also observed that, although human capital
costs appear to be a barrier to adoption,
producers “seem to be skeptical of
‘closed-loop’ approaches that automate
decision-making” It may be this skepti-
cism of “closed-loop” approaches is an
implicit recognition that these approaches
do not contribute to building the human
capital farmers rely on in making daily
management decisions, and therefore are
not as valuable to then.
Emerging technologies. What are the
implications of the foregoing factors for
farm-level economic impacts of emerging
technologies? The “flat payoff function”
phenomenon has been identified as a
potential barrier to the adoption of preci-
sion-farming technologies (Pannell, 2004).
Specifically looking at technologies in
which inputs are varied based on site-spe-
cific conditions, commonly called variable
rate technology, Pannell observed that flat
payoff functions implies there are dimin-
ishing marginal returns to the benefits of
more precise application of inputs. That
does not necessarily mean that precision
farming technology will not be adopted.
As the hardware, data acquisition and pro-
cessing costs decrease, even small payoffs
should lead to increased adoption and this
can have significant environmental effects.
However, as noted earlier, Khanna et al.
(2000) showed that declining costs can also
serve as a barrier to adoption when pro-
ducers decide it is better to wait for lower
costs. There is some limited evidence to
suggest that systems that manage mulaple
inputs are more profitable (Finck, 1998).
However, unless precision farming tech-
nology results in substantial changes. in
input levels, the direct production function
effects on profit are likely to be low.
There are some situations in which sub-
stantial changes in input use are known to
occur. One is in “patch management” of

perennial weeds, where herbicides are only
applied to discrete patches where weeds
have been idendfied. Indeed, Lowenberg-
DeBoer (2003) identified this as the “no-
brainer” in site-specific management.
However, Pannell and Bennett (1999)
indicate, even in this case, there are some
complexities that can reduce the €Conomic
benefits. Specifically, Pannell and Bennett
(1999) identified the importance of
including the costs of weed competition
where weeds occur at densities below the
economic threshold for spraying or are
missed in mapping, and therefore are not
sprayed. Substantial changes in input use
might occur in other situations as well.
Babcock et al. (1996) showed that taking
advantage of soil test information in vari-
able rate nitrogen applications may require
farmers to vary rates from 0 to 172 pounds
per acre. Even if average rates do not
change substantially, this can have signifi-
cant economic and environmental effects.
Looking at the broader range of “preci-
sion-agriculture” technologies, are there
opportunides for larger farm-level eco-
nomic impacts? Lowenberg-DeBoer (2003)
suggested that yield monitors may provic?e
opportunities for whole-farm economic
benefits through such things as diagnosis
of crop problems, on-farm experimenta-
tion, improved logistics, land rental nego-
tiations, legal documentation, environ-
mental management, and crop insurance
claims. Global positioning system (GPS)
guidance is a technology that has multiple
potential economic impacts. A direct
impact is in the reduction of overlaps and
skips, and potentially an increase in speed
of field operations. Analysis for a repre-
sentative 1800 acre Indiana farm (Watson
and Lowenberg-DeBoer, 2002) indicated
that lightbar guidance technology would
be profitable based on these field efficien-
cy improvements alone. Watson and
Lowenberg-DeBoer (2002) also indicated
that GPS guidance may allow farmers to
expand farin size with the same set of
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equipment, which made all types of GPS
guidance profitable for the representative
Indiana farm. Other uses for GPS guid-
ance include farming practices that require
driving accuracy and the ability to return
to the same place for subsequent opera-
tons. This includes controlled traffic and
strip tillage farming systems. In a simple
farm budgeting analysis, Watson and
Lowenberg-DeBoer (2002) showed a
$44,000 increase in annual whole-farn net
returns for an 1800 acre Indiana farm
using GPS auto guidance to switch to a
controlled traffic system.

Remote sensing is a precision agricul-
ture technology for which the farm-level
economic impacts are not yet clear. Used
as a tool for adjusting input rates, the
economic impacts are again limited by the
flat payoff function problem. This is con-
firmed by Tenkorang and Lowenberg-
DeBoer (2004) in a preliminary review of
studies which include estimated economic
impacts. Even in the absence of image
processing and analysis costs, returns to
remote sensing were typically low. Possible
exceptions were for high-valued crops such
as sugar beets and cotton. However,
because remote sensing is technology that
can help resolve both temporal and spatial
uncertainty, its potential value in informa-
tion acquisition and making tactical adjust-
ments should not be overlooked.

Bullock and Bullock (2000) argued that
agronomic information has become more
valuable with the advent of precision agri-
culture technology. In their discussion,
they are careful to separate the value of
precision agriculture technology from the
value of the information needed to make
use of the technology. For example, they
separated the value of variable rate applica-
tions from the value of site-specific pro-
duction functons needed to determine
appropriate application rates. They argued
that precision agriculture technology and
information are complements, so the avail-
ability of one increases the value of the

other. Continuing the example, variable
rate technology is not particularly useful
without site-specific production function
information, and conversely, site-specific
production function information is not as
useful without the technology for varying
site-specific application rates.

Information and the flexibility to adapt
as information becomes available are
important drivers of farm-level economic
performance. This means producers need
to be able to utilize information to make
the appropriate adjustments, and perhaps
more importantly, they need to be able to
analyze the potential impacts of the “big
decisions” that really constrain how they
can react to changing conditions. These
two types of management decisions will be
discussed separately.

First, regarding the ability to udlize
information to make appropriate adjust-
ments, as Pannell (1996) noted, producers
do a pretty good job with their day-to-day
management decisions. However, that is
not to say that improvements cannot be
made, particularly as farms increase in size,
and as technologies for collecting more
and more detailed raw data proliferate.
Technologies that help with recordkeeping
and processing data into useable informa-
tion become more important. These
include the use of single-issue decision aids
that either provide a specific recommenda-
tion or provide information that producers
can use in making adjustments (Freebairn
et al., 2004; Archer et al., 2001; Archer et
al., 2002). In order to be adopted, these
decision aids must be quick and easy to use

and must use readily available inputs. In
some cases, decision aids have now been
incorporated into web-delivered informa-
tion services that automate input retrieval,
eliminating the need for user data entry
(e.g. Growth Stage Consulting; North
Dakota State University). As precision
agriculture technology improves, automated
procedures for converting site-specific data
into readily useable information or even
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application prescriptions are becoming
available (Fridgen et al., 2004). These
technologies offer the potential to provide
incremental improvements in economic
returns, but it is important to recognize
that these improvements can be overshad-
owed by one “big” mistake.

Regarding the ability to analyze the
potential impacts of big decisions, budget-
ing techniques remain standard tools that
have stood the test of time (Malcolm,
1990). A survey in 1996 of US. Great
Plains’ producers, showed that of those
using computers, 89 percent reported
using word processing software at least
once a year followed by accounting/
recordkeeping software (85 percent), tax
software (74 percent), spreadsheets (73
percent), production records (57 percent),
financial planning (56 percent), and pro-
duction decision aids (25 percent)
(Ascough et al., 1999). This indicates that
a fair number of producers are already
using spreadsheets and financial planning
software, which have applications in farm-
level management. Financial recordkeep-
ing software is a core component of farm
business education programs in the United
States, and financial planning software has
been used successfully in conjunction with
extension consultation to assist producers
in evaluating dairy management alterna-
tives (Robb et al., 2001).

Malcolm (2000) indicated that there is a
reasonable chance farmers will adopt
spreadsheet farm budgeting tools in the
future. Stochastic budgeting, which is an
extension of traditional budgeting tech-
niques that allows the inclusion of uncer-
tain variables, has seen considerable recent
use in economic analysis (Lien, 2003;
Archer et al., 2003). Recent introduction
of commercial spreadsheet add-ins for
stochastic budgeting will make stochastic
budgeting tools available to producers.
However, it is likely that this will increase
the chances of misuse as with standard
budgeting  techniques  (Ferris and

Malcolm, 1999).

In addition to budgeting tools, whole-
farm simulation modeling has long held
promises for helping farmers improve
strategic decision making. However, the
sheer amount of data and skills needed to
build, maintain, and run these models have
limited their use by individual farmers.
Recent applications of simulation model-
ing in a participatory setting have shown
promise (Attonaty et al., 1999; Meinke et
al., 2001; Keating and McCown, 2001;
Carberry et al., 2002). This approach relies
critically on the interface between what has
been called the “hard” scientific systems
approach and the “soft” social systemns
approach. As Keating and McCown (2001)
observed, it is this interface that presents the
greatest challenges and opportunities for
successful farming systems analysis.

Concluding Remarks

The objective of this paper was to provide
a broad overview of the mechanisnis by
which farm management decisions affect
economic returns. Economic mpacts of
farm-level decisions can range from very
simple impacts affecting a small part of a
single enterprise to very complex impacts
affecting every part of the farm operation.
Impacts are inextricably tied to resource
endowments (including natural and finan-
cial resources), production technologies
and personal skills, abilities, and goals. As
such, impacts are difficult to generalize.
This also represents a challenge in provid-
ing tools and information that producers
can use to improve decision-making.
Recent research has shown that the use of
information in making management deci-
sions and flexibility in adapting to chang-
ing conditions can have substantial farm-
level economic impacts. However, there is
a need for better understanding about how
farms can position themselves strategically
to best respond to changing conditions.

Weeding out Economic Impacts of Farm Decisions 73

References Cited

Anderson, J.R. 1975. One more or less cheer for opti-
mality. Journal of the Australian Institute of
Agricultural Science 41:195-197.

Anderson, J.R., J.L. Dillon, and ].B. Hardaker. 1977.
Agricultural decision analysis. lowa State University
Press, Ames, [owa.

Antle, .M. 1983a. Incorporating risk in production
analysis. American Journal of Agricultural
Economics 65:1099-1106.

Antle, .M. 1983b. Sequential decision-making in pro-
duction models. American Journal of Agricultural
Economiics 65:282-290.

Archer, D, J. Eklund, M. Walsh, and E Forcella. 2002.
WEEDEM: A user-friendly software package for
predicting annual ryegrass and wild radish emer-
gence. Pp. 252- 253. In: WEEDS: Threats Now &
Forever? H. Jacob, J. Spafford, J. Dodd, and J.H.
Moore (eds.). 13th Australian Weeds Conference
Papers and Proceedings, Perth, Washington,
September 8-13, 2002.

Archer, D'W., E Forcella, JJ. Eklund, and J. Gunsolus.
2001. WeedCast Version 2.0. hetp://www.morris.
ars.usda.gov

Archer, D.W. and R.W. Gesch. 2003. Value of tempera-
ture-activated polymer-coated seed in the Northern
Corn Belt. Journal of Agricultural and Applied
Economics 35:625-637.

Archer, D'W,, J.L. Pikul, Jr, and W.E. Riedell. 2003.
Analyzing risk and risk management in cropping
systemis. Pp. 155-164. In: Proceedings of the
Dynamic Cropping Systems: Principles, Processes,
and Challenges. ].D. Hanson, and .M. Krupinsky
(eds.). Bismarck, North Dakota.

Ascough I, J.C., D.L. Hoag, W.M. Frasier, and G.S.
McMaster. 1999. Computer use in agriculture: An
analysis of Great Plains producers. Computers and
Electronics in Agriculture 23(3):189-204.

Atwood, J.A. and D.E. Buschena. 2003. Evaluating the
magnitudes of financial transaction costs on risk
behavior. Agricultural Systems 75(2-3):235-249.

Atwood, J.A., M_J. Watts, and A. Baguet. 1996. An exam-
ination of the effects of price supports and federal
crop insurance upon the economic growth, capital
structure, and financial survival of wheat growers in
the Northern High Plains. American Journal of
Agricultural Economics 78(1):212-224.

Atronaty, ]-M., M-H. Chatelin, and E Garcia. 1999.
Interactive simulation modeling in farm decision-
making. Computers and Electronics in Agriculture
22(2/3):157-170.

Babcock, B.A. 1992. The effects of uncertainty on opti-
mal nitrogen applications. Review of Agricultural
Economics 14(2):271-280.

Babcock, B.A. and A.M. Blackmer, 1992. The value of
temporal input nonuniformities. Journal of Agricul-
tural and Resource Economics 17(2):335-347.

Babcock, B.A., AL. Carriquiry, and H.S. Stern. 1996.
Evaluation of soil test information in agricultural deci-
sion-making. Applied Statistics 45:447-461.

Babcock, B.A. and G.R.. Pautsch. 1998. Moving from uni-
form to variable fertilizer rates on lowa comn: Effects
on rates and returns. Journal of Agricultural and
Resource Economics 23(2):385-400.

Babcock, B.A. and J.F Shogren. 1995. The cost of agricul-
tural production risk. Agricultural Economics
12(2):141-150.

Bongiovanni, R. and ]. Lowenberg-DeBoer. 2001.
Precision agriculture: Economics of nitrogen manage-
ment in corn using site-specific crop response esti-
mates from a spatial regression model. Selected paper,
American Agricuitural Economics Association Annual
Meeting. August 6, 2001. Chicago, Iflinois.

Bouzaher, A., D. Archer, R. Cabe, A. Carriquiry, and
JJ. Shogren. 1992. Effects of envirommental policy on
trade-offs in agri-chemical management. Journal of
Environmental Management 36(1):69-80.

Bullock, DS. and D.G. Bullock. 2000. From agronomic
research to farm management guidelines: A primer on
the economics of information and precision technol-
ogy. Precision Agriculture 2(1):71-101.

Bullock, D.S., ]. Lowenberg-DeBoer, and S.M. Swinton.
2002. Adding value to spatially managed inputs by
understanding site-specific yield response. Agricul-
tural Economics 27(3):233-245.

Carberry, PS., Z. Hochman, R.L. McCown, N.P. Dalgliesh,
M.A. Foale, PL. Poulton, J.N.G. Hargreaves, DM.G.
Hargreaves, S. Cawthray, and N. Hillcoat. 2002, The
FARMSCAPE approach to decision support: farm-
ers’, advisers’, researchers’ monitoring, simulation,
conununication and  perfor-mance  evaluation.
Agricultural Systems 74(1):141~177.

Chavas, ]. and R.D. Pope. 1984, Inforimation: lts meas-
urement and valuation. American Journal of
Agricultural Economics 66(5):705-710.

Dorward, A. 1999. Modehng embedded risk in peasant
agriculture: Methodological insights from northern
Malawi. Agricultural Economics 21:191-203.

Doster, D.H. 2000. Summary of B~20 contents and uses.
Deparoment of Agricultural Economics, Purdue
University, West Lafayette, Indiana.

Ekiman, S. 2000. Tillage system selectiorr: A mathematical
programming model incorporating weather vari-
ability. Journal of Agricultural Engineering Research
77(3):267-276.

Ellinger, PN. 2003. FAST Tools Machinery Economics
spreadsheet.  Department  of Agricultural and
Consumer Economics. University of Illinois
Urbana-Champaign, 1llinois. http://www.farmdoc.
uiuc.edu/fasttools/index.html

English, B.C., $.B. Mahajanashetti, and R.K. Roberts.
2001. Assessing spatial break-even variability in fields
with two or more management zones. Journal of

Agricultural and Applied Economics 33(3):551-565.



74 . PART 1: SHAPING FARMERS’ DECISIONS

Escalante, C.L. and P. Barry. 2001. Risk balancing in an
integrated farm risk management plan. Journal of
Agricultural and Applied Economics 33(3):413-429.

Etyang, M.N., PV. Preckel, ].K. Binkley, and D.H. Doster.
1998. Field time constraints for farm planning
models. Agricultural Systems 58:25-37.

Featherstone, A.M., BV, Preckel, and T.G. Baker. 1990.
Modeling farm financial decisions in a dynamic
and stochastic environment. Agricultural Finance
Review 50:80-99.

Ferris, A. and L.R.. Malcolm. 1999. Sense and nonsense
in dairy farm management. Agribusiness Perspect-
ives. Paper 31. Agribusiness Association of Australia,
Kent Town, South Australia.

Finck, C. 1998. Precision can pay its way. Farm Journal
Mid-January: 10-13.

Forcella, E 1992, Value of managing within-field
variability. Proceeding of the First Workshop on Soil-
Specific Crop Management: A Workshop on
R esearch and Development lIssues. American Society
of Agronomy, Crop Science Society of America, Soil
Science Society of America. Madison, Wisconsin.

Freebairn, D.M., J.B. Robinson, and S.E Glanville. 2004.
Software tools for learning and decision support.
Agricultural Productions Systems Research Unit,
Department of Natural Resources. Toowoomba,
Queensland.  http://www.apsru.gov.au/apsru/wis/
pdffiles/ ModsimFreebairnGlanvilleR obinson. pdf

Fridgen, JJ., N.R. Kitchen, K.A. Sudduth, S.T.
Drummond, WJ. Wiebold, and C.W. Fraisse. 2004.
Management zone analyst (MZA): Software for sub-
field management zone delineation. Agronomy
Journal 96(1):100-108.

Griffin, TW., J. Lowenberg-DeBoer, D.M. Lamber, J.
Peone, T. Payne, and S.G. Daberkow. 2004. Adoption,
profitability, and making better use of precision
farming data. Staff Paper No. 04-06. Site-Specific
Management Center, Purdue, Universicy. West
Lafayette, Indiana. http://www.purdue.edu/ssmc

Growth  Smge  Consulting  Inc. CMS  Crop.
Management Systemn(tm). hap://www.growthstage.com/

Harper, J.K., ] W. Mjelde, M.E. Rister, M.O. Way, and
B.M. Drees. 1994. Developing flexible economic
thresholds for pest management using dynamic pro-
gramuning. Journal of Agricultural and Applied
Economics 26(1):134-147.

Heady, E.O. and ]. Pesck. 1954. A fertilizer production
surface. Journal of Farm Economics 36(3):466-482.

Hennessy, D.A. and B.A. Babcock. 1998. Information,
flexibility, and value added. Information Economics
and Policy 10(4):431-449.

Hutton, R..E and D.W. Thorne. 1955. Review notes on
the Heady-Pesck fertilizer production surface.
Journal of Farm Economics 37(1):117-119

Lsik, M. 2004. Incentives for technology adoption under
environmental policy uncertainty: hnplications for
green payment programs. Environmental and
Resource Econontics 27(3):247-263.

Just, R.E. 2003. Risk research in agricultural economics:
Opportunities and challenges for the next 25 years.
Agricultural Systems 75(2-3):123-159.

Just, DR, S, Wolf, and D. Zilberman. 2003. Principles of
risk management service relations in agriculture.
Agricultural Systems 75(2-3):199-213.

Keating, B.A. and R.L. McCown. 2001. Advances in
farming systems analysis and intervention.
Agricultural Systems 70(2-3):555-579.

Khanna, M., M. Isik, and A. Winter-Nelson. 2000.
Investment in site-specific crop management under
uncertainty: lmplications for nitrogen pollution
control and environmental policy. Agricultural
Economuces 24(1):9-21.

Kingwell, R. 1994, Effects of tactical responses and risk
aversion on farm wheat supply. Review of
Marketing and Agricultural Economics 62(1):29-42.

Kingwell, R.S., D.A. Morrison, and A.D. Bathgate. 1992.
The effect of climatic risk on dryland farm manage-
ment. Agricultural Systems 39(2):153-175.

Kingwell, R.S., DJ. Pannell, and S.D. Robinson. 1993.
Tactical responses to seasonal conditions in whole-
farm planning in Western Australia. Agricultural
Economics 8:211-226.

Lien, G. 2003. Assisting whole-farm decision-making
through stochastic budgeting. Agricultural Systems
76(2):399-413.

Lowenberg-DeBoer, J. 1986. The microeconomic roots
of the farm crisis. Praeger Publishers, New York,
New York. 185 pp.

Lowenberg-DeBoer, |. 2003. Precision farming or
convenience agriculture. Proceedings of the 11th
Australian Agronomy Conference. Geelong, Victoria.

Malcolm, B. 2000. Farm management economic analysis:
A few disciplines, a few perspectives, a few figurings,
a few futures. Paper presented at Annual Conference
of Australian Agricultural and Resource Econornics
Society. Sydney, Australia.

Malcoln, L.R.. 1990 Fifty years of farm management in
Australia. Review of Marketing and Agricultural
Economics 58(1):24-55.

Mamo, M., G.L. Malzer, DJ. Mulla, D.R.. Huggins, and
J. Strock. 2003. Spatial and temporal variation in
economically optimum nitrogen rate for corn.
Agronomy Journal 95(4):958-964.

Meinke, H., W.E. Bacethgen, PS. Carberry, M. Donatelli,
G.L. Hammer, R.. Selvaraju, and C.O. Stockle. 2001.
Increasing profits and reducing risks in crop pro-
duction using participatory systems simulation
approaches. Agricultural Systems 70(2-3):493-513.

Mitchell, PD. 2003. Value of imperfect information
in agricultural production. Agricultural Systerns
75:277-294.

Mijelde, J.W., B.L. Dixon, and S.T. Sonka. 1989.
Estimating the value of sequential updating solutions
for intrayear crop management. Western Journal of
Agricultural Economics 14(1):1-8.

Weeding out Economic Impacts of Farm Decisions 75

North Dakota State University, NDAWN Center North
Dakota Agricultural Weather Network. heep://
ndawn.ndsu.nodak.edu/

Olson, K. and P Elisabeth. 2003. An economic assessment of
the whole-farm impact of precision agriculture. Paper
presented at the American Agricultural Economics
Association Annual Meeting, Montreal, Canada.

Pannell, DJ. 1990. Reesponses to risk in weed control
decisions under expected profit maximization.
Journal of Agricultural Economics 41:391-403.

Pannell, DJ. 1991. Pests and pesticides, risk and risk aver-
sion. Agricultural Economics 5(4):361-383.

Pannell, DJ. 1994. The value of information in herbicide
decision naking for weed control in Australian
wheat crops. Journal of Agricultural and Resource
Economics 19(2):366-381.

Pannell, 1DJ. 1996 Lessons from a decade of whole-
farm modeling in Western Australia. Review of
Agricultural Economics 18:373-383.

Pannell, DJ. 1999. On the estimation of on-farm bene-
fits of agricultural research. Agricultural Systeins
61(2):123-134,

Pannell, DJ. 2004. Flat-earth economics: The far-reach-
ing consequences of flat payoff functions in eco-
nomic decision making. Contributed paper presented
at the 48th Annual Conference of the Australian
Agricultural and Resource Economics Society.
Melbourne, Victoria,

Pannell, DJ. and A.L. Bennett. 1999. The economics of
monitoring crops at the micro level: Precision weed
management. Pp. 138-148. In: Precision Weed
Management in Crops and Pastures. R. W, Medd and
J.E. Pratley (eds.) CRC for Weed Management

' Systems, Adelaide, Australia.

Pannell, DJ., B. Malcolm, and R.S. Kingwell. 2000. Are
we risking too much? Perspectives on risk in farm
modeling. Agricultural Economics 23(1):69-78.

Rae, A.N. 1971. Stochastic programming, utility, and
sequential decision probleins in farm management.
American Journal of Agricultural Economics
53:448-460.

Robb, G.W,, R. Betz, B. Dartt, and S. Nott. 2001. Dairy
farmers’ use of Financial Long-Range Planning
(FINLRB) to aid in decision-making. Staff Paper
2001-21. Department of Agricultural Econommics,
Michigan State University, East Lansing, Michigan.

Saphores, J-D. M. 2000. The econonic threshold with a
stochastic pest population: A real options approach.
American Journal of Agricultural Economics
82(3):541-555,

Schulez, T.W. 1939. Theory of the firm and farm manage-
ment  research, Journal of Farin Economics
21(3):570-586.

Siemens, J., K. Hamburg, and T. Tyrrell. 1990. A farm
machinery selection and managenent program,

Journal of Production Agriculture 3(2):212-219.

Tenkorang, Eand J. Lowenberg-1eBoer. 2004. Observations
on the economics of reinote sensing in agriculture.
Site-Specific  Management  Center. Purdue,
University. West Lafayette, Indiana. htep://www.pur-
due.edu/ssme

Thornton, PK. 1984. Treatment of risk in a crop protec-
tion information system. Journal of Agricultural
Economics 36:201-209.

Watson, M. and J. Lowenberg-DeBoer. 2002. Who will
benefit from GPS auto guidance in the Corn
Belt? Site-Specific Management Center. Purdue,
University. West Lafayette, Indiana http://www.
purdue.edu/ssmc



