Sequential Sampling for Estimation and Classification of the Incidence of Hop Powdery Mildew I: Leaf Sampling
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ABSTRACT


Hop powdery mildew (caused by Podosphaera macularis) is an important disease of hops (Humulus lupulus) in the Pacific Northwest. Sequential sampling models for estimation and classification of the incidence of powdery mildew on leaves of hop were developed based on the beta-binomial distribution, using parameter estimates of the binary power law determined in previous studies. Stop lines, models that indicate that enough information has been collected to estimate disease incidence and cease sampling, for sequential estimation were validated by bootstrap simulations of a select group of 18 data sets (out of a total of 198 data sets) from the model-construction data, and through simulated sampling of 104 data sets collected independently (i.e., validation data sets). The achieved coefficient of variation (C) approached prespecified C values as the achieved disease incidence (p) increased. Achieving a C of 0.1 was not possible for data sets in which p < 0.10. The 95% confidence interval of the median difference between the true p and p̂ included zero for 16 of 18 data sets evaluated at C = 0.2 and all data sets when C = 0.1. For sequential classification, Monte-Carlo simulations were used to determine the probability of classifying mean disease incidence as less than a threshold incidence, p̂ (operating characteristic [OC]), and average sample number (ASN) curves for 16 combinations of candidate stop lines and error levels (α and β). Four pairs of stop lines were selected for further evaluation based on the results of the Monte-Carlo simulations. Bootstrap simulations of the 18 selected data sets indicated that the OC and ASN curves of the sequential sampling plans for each of the four sets of stop lines were similar to OC and ASN values determined by Monte Carlo simulation. Correct classification of disease incidence as being above or below preselected thresholds was 2.0 to 7.7% higher when stop lines were determined by the beta-binomial approximation than when stop lines were calculated using the binomial distribution. Correct decision rates differed depending on the location where sampling was initiated in the hop yard; however, in all instances were greater than 86% when stop lines were determined using the beta-binomial approximation. The sequential sampling plans evaluated in this study should allow for rapid and accurate estimation and classification of the incidence of hop leaves with powdery mildew, and aid in sampling for pest management decision making.

Hop (Humulus lupulus) is a climbing perennial bine grown for its cones, which have been used in the brewing of beer since at least 400 to 600 A.D. (1). The lupulin glands of hop cones produce soft resins (α and β acids) and essential oils that impart flavor and aroma to beer, and also serve as preservatives. Nearly all commercial hop production in the United States is located in Pacific Northwest states, although small commercial plantings of hop can be found in northern California, the upper Midwest, and the northeastern United States (1,17).

In 1997, hop powdery mildew (caused by Podosphaera macularis), one of the oldest and most destructive diseases of hop (26,31), was observed for the first time in commercial hop yards near the Yakima Indian Reservation in Washington (29). Greater than 800 ha of a susceptible cultivar were cut at the ground and abandoned that year because of severe infection of the cones by P. macularis (23). The following season, hop powdery mildew was confirmed in all major hop-growing regions in Idaho, Oregon, and Washington, and the disease now occurs annually in most hop yards planted to susceptible cultivars in these states. Estimated economic impacts of the disease from direct yield and α-acid losses, as well as additional management costs, are estimated at nearly $740/ha annually (23).

Hop powdery mildew can affect all aerial plant parts, but the most significant economic damage is caused by infection of developing flowers (burrs) and cones (26,31). Infected burrs and young cones are misshapen or aborted, resulting in direct losses in cone yield and reductions in α-acid content (26,31). Infection of cones close to harvest also is associated with premature senescence that leads to rapid deterioration of cone quality (23,31) or browning during kiln drying (23). Although leaf and stem infections cause little or no direct damage to hop, management of the leaf phase of the disease is essential to protect cones from severe infection because diseased leaves produce the primary inoculum for burl and cone infections later in the season (23,31,37). Young leaf tissue remains susceptible to infection for approximately 2 weeks after emergence (37) and, unlike many hosts (16), hop produces copious amounts of new leaf tissue throughout the season. Consequently, management of the leaf phase of the disease is difficult in hop because fungicides must be applied throughout the season to protect newly emerging leaves and, thus, minimize the risk of cone infection (23,24,37). In practice, scheduling of fungicide applications in a yard is based on disease risk forecasts and the disease status of that yard, as determined by regular scouting (23).

Economic thresholds and economic injury levels for powdery mildew on hop leaves have not been established fully. Nonetheless, a prerequisite for implementation of an action threshold is a sampling procedure to estimate disease incidence or classify disease incidence as above or below some prespecified value. Sequential sampling methods have been used extensively in entomology to minimize sampling costs for assessing pest density (3,12,28,30), but less extensively for assessing foliar diseases of plants (9,10,22,34,35). Depending on the objective, two forms of sequential sampling,
sequential estimation and sequential classification, can be used to assess the disease status of a host population when the spatial pattern of disease is known or can be estimated (4,20). Sequential estimation is used when it is necessary to estimate disease at a prespecified level of precision (20,22). Diseased individuals are tallied from each sampling unit during assessment, and sampling ceases when sufficient information has been collected to estimate disease at the specified level of precision. Often, however, it is not necessary to obtain a precise estimate of disease in a population to make an appropriate pest management decision (3,4,27). In such circumstances, sequential classification can be used to test a hypothesis about disease status, such as whether disease incidence is above or below a critical value important for disease management. The number of sampling units required to classify disease above or below the critical value depends on how much the disease incidence differs from the critical value (20). Disease incidence can be classified with limited sampling when the disease incidence is much higher or lower than the critical value, but a greater number of units must be sampled to classify disease incidence when the incidence is near the critical value. Generally, fewer samples are required for sequential classification than sequential estimation because precision is not controlled for all levels of disease using the former and sampling ceases when enough individuals have been sampled to classify disease incidence.

Development of a rapid and reliable sampling strategy for hop powdery mildew on leaves would enable growers to minimize sampling costs, and could be integrated into an overall decision-support system for management of this disease. Therefore, the objectives of this research were to develop and validate sequential sampling plans for (i) estimating the mean incidence of hop powdery mildew on leaves (36). Data for model construction were collected from 54 commercial hop yards in 2000 and 2001, in which 198 assessments of disease incidence were conducted. Yards were assessed every 3 to 4 weeks beginning in May and continuing through harvest in late August or September. Estimated mean disease incidence (\( \hat{p} \)) was assessed using a cluster sampling design (14). In 2000, yards were stratified into multiple strata (\( H \)), where \( H \) = number of rows in a yard/20 (rounded up to the nearest integer). A single number, \( r \), between 1 and 20 was chosen randomly and the \( r \)th row from each stratum was sampled as described below; this is considered systematic sampling. In 2000, \( H \) was variable, and in 2001 \( H \) was set at 2. In each row, 10 leaves (\( n \)) were selected arbitrarily from first 100 (Oregon) or 75 (Washington) plants (\( N \), sampling units) along the transect, and each leaf was rated for presence or absence of powdery mildew to determine incidence. The total number of leaves assessed from each row was \( nN \), and \( n \Sigma N_H \) leaves were assessed per yard, where \( N_H \) is the number of sampling units in the \( H \)th stratum. Mean incidence of diseased leaves (\( \hat{p} \)) was calculated as \( \hat{p} = \Sigma x / (n \Sigma N_H) \), where \( x \) is the number of diseased leaves per sampling unit. Following the terminology of Turechek and Mahaffee (36), this analysis was conducted at the “yard level” because the sampling units from all rows sampled in a hop yard were used in the calculation of \( \hat{p} \). Therefore, a “yard-level data set” consisted of \( n \Sigma N_H \) leaves evaluated from \( N \) sampling units among \( H \) strata in a yard during a disease assessment. Yard-level data sets consisted of multiple “row-level data sets,” each consisting of \( nN \) leaves assessed from one row of a yard. Information on spatial patterns of disease incidence was used to construct the sequential sampling plans described below.

**MATERIALS AND METHODS**

**Field sites and data collection.** The incidence of hop powdery mildew on leaves was sampled in commercial hop yards in the primary hop-growing regions of Oregon and Washington from 2000 to 2001 and 2004 to 2005; namely, the Willamette Valley in Oregon and the Yakima Valley and surrounding areas in Washington. All Oregon hop yards included in this study were located in Marion County. Yards in Washington were located in three distinct hop-production regions: the Yakima Indian Reservation, near Moxee City, and the Lower Yakima Valley (near Malton and Prosser), as described by Gent et al. (11). The severity of hop powdery mildew varies among these regions, partly because of regional differences in climate and grower cultural practices (1,36), and generally is greatest in and around the Yakima Indian Reservation, followed in order by Moxee City, the Lower Yakima Valley, and Oregon.

**Model construction data set.** The model construction data set was obtained from an analysis of spatial patterns of hop powdery mildew on leaves (36). Data for model construction were collected from 54 commercial hop yards in 2000 and 2001, in which 198 assessments of disease incidence were conducted. Yards were assessed every 3 to 4 weeks beginning in May and continuing through harvest in late August or September. Estimated mean incidence of diseased leaves (\( \overline{\text{incidence}} \)) was assessed using a cluster sampling design (14). In 2000, yards were stratified into multiple strata (\( H \)), where \( H \) = number of rows in a yard/20 (rounded up to the nearest integer). A single number, \( r \), between 1 and 20 was chosen randomly and the \( r \)th row from each stratum was sampled as described below; this is considered systematic sampling. In 2000, \( H \) was variable, and in 2001 \( H \) was set at 2. In each row, 10 leaves (\( n \)) were selected arbitrarily from first 100 (Oregon) or 75 (Washington) plants (\( N \), sampling units) along the transect, and each leaf was rated for presence or absence of powdery mildew to determine incidence. The total number of leaves assessed from each row was \( nN \), and \( n \Sigma N_H \) leaves were assessed per yard, where \( N_H \) is the number of sampling units in the \( H \)th stratum. Mean incidence of diseased leaves (\( \hat{p} \)) was calculated as \( \hat{p} = \Sigma x / (n \Sigma N_H) \), where \( x \) is the number of diseased leaves per sampling unit. Following the terminology of Turechek and Mahaffee (36), this analysis was conducted at the “yard level” because the sampling units from all rows sampled in a hop yard were used in the calculation of \( \hat{p} \). Therefore, a “yard-level data set” consisted of \( n \Sigma N_H \) leaves evaluated from \( N \) sampling units among \( H \) strata in a yard during a disease assessment. Yard-level data sets consisted of multiple “row-level data sets,” each consisting of \( nN \) leaves assessed from one row of a yard. Information on spatial patterns of disease incidence was used to construct the sequential sampling plans described below.

**Validation data set.** Surveys for hop powdery mildew were conducted in 27 commercial hop yards in Oregon (16 yards) and Washington (11 yards) from 2004 to 2005. Yards were assessed weekly for hop powdery mildew, beginning in May and continuing through August or September. A transect of 100 (Oregon) or 75 (Washington) plants (\( N \)) was sampled from each of the first two strata (rows 1 to 40) selected arbitrarily from each yard, as described above for the model construction data set. Therefore, 1,000 (Oregon) or 750 (Washington) leaves were assessed from each row, and 2,000 (Oregon) or 1,500 (Washington) leaves were assessed from each yard. The first transect was always located closer to the edge (eastern or western side) of the yard than the second transect. From the validation data set, 104 yard-level data sets (208 row-level data sets) were selected randomly to represent two aroma-type cultivars (CTZ and Chelan) and two aroma-type cultivars (Glacier and Willamette), the five production regions described above, nine growers, and the range of disease incidence typically found in Oregon and Washington.

**Spatial pattern analyses (validation data set). Distributional analysis.** The beta-binomial and binomial distributions were fit to the incidence data using the computer program BBD (18). For binary data collected as a cluster sample, a good fit to the binomial distribution is an indication of a random pattern of diseased plants, whereas a good fit to the beta-binomial distribution is an indication of an aggregated disease pattern when the parameter \( \theta \) of the beta-binomial distribution is greater than 0 (13,19). A log-likelihood ratio test statistic was calculated to determine whether the data fit the beta-binomial distribution better than the binomial distribution.

The degree of aggregation of disease incidence was quantified using the parameter \( \theta \) of the beta-binomial distribution, which provides a measure of variation in disease incidence per sampling unit that generally is referred to as heterogeneity (21,34). Additionally, the index of dispersion, \( D \), was calculated by dividing the observed variance of diseased leaves (\( v_{obs} \)) by the theoretical variance for a binomial distribution (\( v_{theo} \)) where

\[
v_{obs} = \frac{\Sigma (x - \bar{x})^2}{(N - 1)} \quad (eq. 1)
\]

\[
v_{theo} = np (1 - \hat{p}) \quad (eq. 2)
\]

and \( x \), \( \bar{x} \), \( n \), and \( N \) are as defined previously. When \( \theta = 0 \) or \( D = 1 \), the pattern of diseased plants is random. Aggregation is indicated when \( D > 1 \) or \( \theta > 0 \), with the degree of aggregation directly proportional to the magnitude of the statistic. \( D \) has a \( \chi^2 \) distribution, and can be used to test the null hypothesis of a random distribution of disease incidence with \( N - 1 \) degrees of freedom (20).

**Binary power law analyses.** The observed and theoretical binomial variances were fit to the binary form of Taylor’s power law (13,33), calculated as

\[
\ln(v_{obs}) = \ln(A_0) + b \ln np (1 - \hat{p}) \quad (eq. 3)
\]

where \( \ln(A_0) \) and \( b \) are the intercept and slope parameters of a straight line, respectively. When \( A_1 = 1 \) and \( b = 1 \), equation 1 indicates a random pattern of disease that can be represented by the binomial distri-
SEQUENTIAL SAMPLING CURVES. Sequential estimation. Statistical methods for development of sequential estimation models for powdery mildew on hop leaves were based on methods presented by Madden and Hughes (20) and Madden et al. (22). Binary power law parameters estimated by regression analysis from the model construction data set were used to develop the sequential estimation models. Precision was expressed in terms of the binary power law parameters as

$$q_a = A_n^{A_r b^{-2}} (14,34).$$ This expression for $a$ is based on the binary power law for count data and is different from the expression of $A$ for proportions, where $a = A p^\beta$.

In sequential sampling for estimation, the cumulative number of diseased leaves over $N$ sampling units, $T_N$, is tallied after each sampling unit is assessed. Sampling ceases when $T_N$ reaches or exceeds a threshold value, referred to as the stop limit, which is defined by $a, b, n, N,$ and $C$. Disease incidence, as determined by sequential sampling, is then calculated as $\hat{p} = T_N/nN$. The stop lines can be calculated exactly for a binomial distribution (i.e., $\theta = 0$). However, $b > 1$ for powdery mildew on hop leaves (36) and, under this condition, $T_N$ cannot be written as a simple function of $a, b, n, N,$ and $C$ with a discrete solution (22,34). Equation 4 can be written as a function of $T_N(\alpha)$ and solved numerically for $T_N$ as

$$\gamma_N = T^{A_r b^{-2}}(N - T)_\gamma = (C^2/\hat{a})^{2/3}N^{2/3}A_r^{-2}$$

where $sn$ is the common slope of the stop lines, and $i_0$ are $i_0$ are intercepts of the lower and upper stop lines, respectively. Intercept terms are defined by $a, b, p_0, p_1$ and error parameters analogous to type I ($\alpha$) and type II ($\beta$) errors. Formulas for $s_n$, $i_0$ and $i_1$, given by Madden and Hughes (20), equations 24a to 24c) and Turechek et al. (34, equations A4 to A6).

Because economic thresholds for hop powdery mildew have not been developed fully, sequential classification plans for powdery mildew on leaves were developed for four levels of $p_e$: 0.025 ($p_e = 0.0125, p_1 = 0.0375$), 0.05 ($p_e = 0.025, p_1 = 0.075$), 0.10 ($p_e = 0.05, p_1 = 0.15$), and 0.15 ($p_e = 0.05, p_1 = 0.25$). These threshold values were evaluated at each of four combinations of $\alpha$ (0.05 and 0.10) and $\beta$ (0.05 and 0.10). In total, 16 sampling plans were developed and evaluated by plots of OC and ASN versus $p$. OC and ASN were calculated by Monte-Carlo simulations using a Fortran program developed by J. P. Nyrop and modified by L. V. Madden (34). Based on results of the simulations, four sequential classification sampling plans were evaluated and validated at each of the four levels of $p_e$ described above, at each of $\alpha = \beta = 0.05$ and $\alpha = \beta = 0.10$, using field data not used in the construction of the model.

**Sampling plan evaluation.** Sequential estimation—bootstrapping. Bootstrapping allows a statistic of interest (e.g., achieved $N$ by sequential sampling for estimation) to be estimated empirically as a frequency distribution from sample data (4). Evaluation of sampling plans by bootstrapping is useful in assessing variability in sampling plan performance among fields or, in this case, over a range of values of disease incidence. Evaluation of the sequential estimation sampling plan was conducted by bootstrap simulation of 18 yard-level data sets, each consisting of two row-level transects, that encompassed the range of $\hat{p}$ observed among the 104 model validation data sets collected from 2004 to 2005. The 104 model validation data sets were classified into six disease incidence categories: $0.01 < \hat{p} < 0.025$, $0.025 < \hat{p} < 0.05$, $0.05 < \hat{p} < 0.10$, $0.10 < \hat{p} < 0.20$, $0.20 < \hat{p} < 0.40$, and $\hat{p} > 0.40$. Three data sets were selected randomly from each disease incidence class for bootstrap evaluation. Evaluation of data sets where $\hat{p} = 0$ at the yard level were not performed because estimates of $C$ are not possible at this value of $\hat{p}$ and, thus, bootstrap evaluations are not informative for determining performance of the sampling plan. Predicted stop limit curves were determined according to equation 5 with $C = 0.1$ and $C = 0.2$, and pooled yard-level estimates of the binary power law parameters, where $a = 0.198$ and $b = 1.099$ (36). Yard-level estimates of the binary power law parameters were used because these values best characterize the variability of hop powdery mildew on leaves among sampling units within a yard (36).

A software macro was written in MiniTab (version 14; Minitab Inc., State College, PA) to conduct the bootstrap analysis as described previously (34). For a given bootstrap simulation, sampling units ($n = 10$ leaves from a plant) were sampled randomly one at a time, with replacement, from among all sampling units from the two row-level data sets collected in a given yard. Sampling ceased when the cumulative...
tive number of diseased leaves exceeded the model $T_k$, or when the number of sampling units equaled the total number of sampling units in the data set (200 in Oregon and 150 in Washington). A minimum of three sampling units was collected before sampling ceased to ensure that a representative sample was collected. The achieved $C$ and moment estimate of $p$ then were calculated. The bootstrap simulation was conducted 100 times for each data set and specified values of $C$. Nonparametric confidence intervals based on the sign test (22) for the achieved $C$, the difference between the $p$ of the data set (true $p$) and achieved $p$ using sequential sampling for estimation, and the achieved $N$ for each of the 18 yard-level data sets were calculated as described previously (22,34).

Sequential estimation—simulated sampling validation. Sampling plans also were validated with independent data by simulated sampling. As indicated by Binns et al. (4), simulated sampling can be used to complement model evaluation conducted by bootstrapping because simulated sampling and bootstrapping provide different insights into model performance. Simulated sequential sampling of the 104 yard-level model validation data sets was performed using a Minitab macro (34). For a given data set, the sampling units were entered into the macro in the same order they were collected in the field. The macro simulated sampling of diseased leaves collected from the sampling units, and tallied the cumulative number of diseased leaves until this value exceeded that of the model $T_k$ calculated from equation 5. If the model $T_k$ was not exceeded during sampling in the first transect, sampling continued in the second transect, which is referred to as the “original order.” Simulated sampling of each yard also was conducted by initiating sampling at the second transect, referred to as the “reversed order.” Therefore, each yard was sampled two times (in the original and reversed orders) to determine if the position in the yard at which sampling was initiated affected results of the sequential sample. Yard-level estimates of $p$, the achieved $C$, and the achieved $N$ were calculated for both the original and reversed orders.

Sequential classification—bootstrapping. The four sequential classification sampling plans selected after Monte-Carlo simulation were evaluated by simulated sampling, as described above for sequential estimation. Simulated sampling of 104 yard-level model validation data sets was performed using a Minitab macro (34). For each of the 104 yard-level data sets, the sampling units were entered into the macro in the original order and then in the reversed order of sampling, as described above. Sampling ceased in the first transect if the cumulative number of diseased leaves exceeded the upper or lower stop lines of the model and a decision could be made. If a decision was not made before the end of the first transect, sampling continued into the second transect until a decision could be made or the data set was fully sampled (i.e., 200 sampling units for yards in Oregon and 150 for yards in Washington). Additionally, the 208 row-level data sets were sampled using the macro to validate the sampling plan for individual transects in the manner described for yard-level data sets.

Stop lines were calculated based on either the binomial distribution (34, equations A1 to A3) or beta-binomial distribution (34, equations A4 to A6). To determine whether a correct decision for a data set was made, it was assumed that $p$ for a row-level or yard-level data set represented the true $p$ for that yard. The true value of $p$ for a data set was compared with the hypothesized $p_0$ to determine whether to reject the $H_0$ in favor of the $H_1$. The decision based on results of the simulated sequential classification was compared with the correct decision for the yard, in order to calculate type I and type II error rates. When sampling row-level data sets, a correct decision was recorded if the true $p$ of the row was correctly classified as above or below $p_0$. At the yard level, where multiple row-level data sets were assessed from each yard, a correct decision at the yard-level was recorded if mean disease incidence was correctly classified above or below $p_0$ for both transects at the row level. A type I error was recorded if mean disease incidence was incorrectly classified as greater than $p_0$ for at least one of the two data sets at the row level, and a type II error was recorded if mean disease incidence was incorrectly classified as less than $p_0$ for at least one of the two data sets at the row level. Type I and II errors were recorded when mean disease incidence was incorrectly classified as greater than $p_1$ in one row-level data set and less than $p_2$ for the other row-level data set in that yard.

RESULTS

Spatial pattern analyses. A detailed analysis of the model construction data set was published previously (36), and a summary of the results is presented here. Disease incidence for the model construction data sets ranged from 0.0004 to 0.71, with a median of 0.012. For any single data set, the values obtained were assumed to be the true $p$ for that yard. A log-likelihood ratio test indicated that the beta-binomial distribution provided a better fit than the binomial distribution for 47% of the 198 data sets at the yard level. The parameter $\theta$ of the beta-binomial distribution ranged from 0 to 0.31, with a median of 0.022, which indicated a low degree of small-scale aggregation of disease. Covariance analysis indicated that the year in which samples were collected did not have a significant effect on the slope ($b$) and intercept ($\ln(A_n)$) parameters of the binary power law. Therefore, the data were pooled over the years 2000 to 2001, resulting in parameters $\ln(A_n) = 0.457 \ (SE = 0.023)$ and $b = 1.099 \ (SE = 0.008)$. With these parameters, $A_1 = 1.579$ and $a = 0.198$.

For the 104 yard-level validation data sets collected in 2004 and 2005, $\hat{p}$ ranged from 0.0005 to 0.65, with a median of 0.022 (Fig. 1A). The parameter $\theta$ of the beta-binomial distribution ranged from 0 to 0.71, with a median of 0.0361 (Fig. 1B). The beta-binomial distribution fit better than the binomial distribution for 54.8% of the yard-level data sets according to the likelihood ratio test. The binary power law provided an excellent fit to the data ($R^2 = 0.981$) (Fig. 1C). Parameter estimates were $\ln(A_1) = 0.621 \ (SE = 0.0409)$ and $b = 1.136 \ (SE = 0.0152)$. With these parameters, $A_1 = 1.861$, $a = 0.255$, and $A_n = 3.481$. Heterogeneity in the model construction and validation data sets were similar numerically, although the slope and intercept parameter estimates of the binary power law were significantly greater in the model validation data set than the model construction data set, as determined by $t$ tests (slope $p < 0.0001$ and intercept $p = 0.0083$).

Sequential estimation. Sequential estimation stop limits for estimating mean incidence of powdery mildew on leaves and the corresponding incidence of disease are shown in Figure 2A and B, respectively, for $C = 0.1, 0.2$, and 0.3. The achieved level of precision increased as the true level of disease incidence decreased, or the number of diseased leaves that needed to be sampled in order to end the sequential sampling increased.

Bootstrapping validation. The achieved $C$ was greater than the prespecified $C$ for most data sets where $\hat{p} \leq 0.025$ (Fig. 3A
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and B). The achieved $C$ approached the prespecified $C$ as $\hat{p}$ increased, and the median achieved $C$ was less than the prespecified $C$ for 8 of 15 (53%) data sets where $\hat{p} > 0.025$ and $C = 0.2$. The achieved $C$ was less than the prespecified $C$ for 50% of data sets where $\hat{p} > 0.2$ (data sets 13 to 18; Fig. 3A and B) because the data sets tended to be oversampled due to the minimum sampling rule. When $C$ was prespecified at 0.1, the achieved $C$ approached 0.1 for $\hat{p} > 0.10$ (Fig. 3B).

For $\hat{p} < 0.05$ (data sets 1 to 6), $C = 0.1$ could not be attained even when the number of plants sampled equaled the total number of sampling units in the data sets (200 for Oregon and 150 for Washington; Fig. 3B and F).

The 95% confidence interval for the median of the difference between $\hat{p}$ and $p$ included zero for all 18 data sets at $C = 0.1$ and 16 of 18 (89.9%) data sets at $C = 0.2$ (Fig. 3C and D), indicating that $\hat{p}$ was close to $p$ for these data sets. Confidence intervals generally increased with increasing $p$ because the sample size ($N$) decreased with increasing $p$ for both levels of $C$ (Fig. 3E and F). Sample size was greatest for data sets where $\hat{p} \leq 0.025$ (data sets 1 to 3), and in these data sets the estimated $\hat{p} = p$.

Simulated sampling validation. Median values of the difference between $p$ and $\hat{p}$ were 0 for $C = 0.2$ and $C = 0.1$ when the transects were sampled in the original or reversed orders (Fig. 4A and B). The interquartile range of $p - \hat{p}$ was 0.011 and 0.004 for $C = 0.2$ during sampling of data sets in the original and reversed orders, respectively, and 0 for $C = 0.1$ for sampling of data sets in the original or reversed orders. As noted by Turechek et al. (34), the difference between $p$ and $\hat{p}$ may be misleading because, when disease incidence is low ($<0.1$), the data sets were fully sampled and, thus, $p = \hat{p}$. Over the 104 validation data sets, the difference between $p$ and $\hat{p}$ was $>0.10$ in only 10 or 8 data sets when $C = 0.2$ and sampling was conducted in the original or reversed orders, respectively; and 6 or 4 data sets when $C = 0.1$ and transects were sampled in the original or reversed orders, respectively.

Median values of the achieved $C$ were 0.259 and 0.210 for sampling of transects in the original order, which was greater than the prespecified values of $C = 0.2$ and $C = 0.1$, respectively (Fig. 4C and D). Medians of the achieved $C$ were similar for sampling in reversed order, with values of 0.248 and 0.220 at $C = 0.2$ and $C = 0.1$, respectively. The distribution of the achieved $C$ for both prespecified levels of $C$ was positively skewed in the original order, with interquartile ranges of 0.257 ($Q_1 = 0.194$ and $Q_3 = 0.448$) and 0.210 ($Q_1 = 0.135$ and $Q_3 = 0.448$) for $C = 0.2$ and 0.1, respectively (Fig. 4C and D). The median, first quartile, and third quartile for sampling in reversed order were 0.248, 0.186, and 0.448 at $C = 0.2$, respectively, and 0.220, 0.130, and 0.448 at $C = 0.1$, respectively. Among the 104 model validation data sets, the achieved $C$ was equal to or less than the prespecified $C$ for 30 (original) and 36 (reversed) data sets at $C = 0.2$, and 10 (original) and 14 (reversed) data sets at $C = 0.1$. For 39 data sets at $C = 0.2$ and 78 data sets at $C = 0.1$, the prespecified value of $C$ could not be attained because all sampling units in the data set were collected and sampling was forced to cease. For those data sets for which the prespecified $C$ was attained, the number of sampling units ($N$) collected decreased as the $p$ of the yard increased, independent of the order of sampling of the transects (Fig. 4E and F). The minimum number of sample units, imposed by the sampling rule, were collected in four (original) or five (reversed order) data sets at $C = 0.2$, and one data set (original or reversed) at $C = 0.1$. The number of sampling units required to achieve the desired $C$ was nearly identical to the theoretical $N$ in fixed sampling (22, equation 17b) when $p$ was greater than approximately 0.10 and the data set was not sampled entirely.

Sequential classification. Sequential classification stop lines for four combinations of $\alpha$ and $\beta$ at $p_0 = 0.0125$ and $p_1 = 0.0375$ ($p_0 = 0.025$) are shown in Figure 5A. Varying $\alpha$ and $\beta$ had little effect on the distance between the stop lines. The OC

![Fig. 1. Frequency distribution of the beta-binomial distribution parameters A, $\hat{p}$ and B, $\theta$ and C, the relationship between the natural logarithms of the theoretical variance for a binomial (random) distribution and the observed variance for the incidence of hop powdery mildew on leaves for the model validation data set. A. The vertical dashed lines are the median values for the indicated statistic, with the numerical value shown on the graph. B. The dash-dot line represents the theoretical binomial line, the solid line represents the least squares regression fit to the yard-level model construction data set described by Turechek and Mahaffee (36), and the dashed line represents the least squares regression fit to the model validation data set collected from hop yards in Oregon and Washington in 2004 and 2005. The open circles are individual values for 104 yard-level model validation data sets.]

![Fig. 2. Sequential-estimation stop limits for estimating the mean incidence of hop powdery mildew on leaves with a coefficient of variation (C) of 0.1, 0.2, and 0.3 indicated numerically on the graph. A. Cumulative number of diseased leaves ($T_N$) versus the total number of sampling units ($N$) based on equation 2 in the text, with binary power law parameters of $b = 1.099$ and $\beta = 0.198$. B. Mean incidence at critical $T_N$ (the point where the observed cumulative number of diseased leaves crosses the model $T_N$ curve) in relation to $N$. Sampling ceased when the cumulative number of diseased leaves crossed the critical $T_N$ in A, at which point the mean disease incidence was then calculated as $T_N/N$.]
Fig. 3. A and B, Box plots of the achieved coefficient of variation \((C)\); C and D, the difference between the true incidence of hop leaves with powdery mildew, \(p\), and the estimated incidence of powdery mildew, \(\hat{p}\), based on sequential samples; and E and F, the achieved sample size \((N)\) for estimating the incidence of hop powdery mildew on leaves from 100 bootstrap samplings of 18 data sets for model evaluation. Preselected values of \(C\) are A, C, and E, 0.2 and B, D, and F, 0.1, and are indicated by dashed lines in A and B. Sequential estimation stop lines were generated according to equation 2 in the main text, with binary power law parameters of \(a = 0.198\) and \(b = 1.099\) (36). The 18 model validation data sets were chosen by selecting three data sets randomly from each of seven disease incidence classes \((0.01 < \hat{p} < 0.025, 0.025 \leq \hat{p} < 0.05, 0.05 \leq \hat{p} < 0.10, 0.10 \leq \hat{p} < 0.20, 0.20 \leq \hat{p} < 0.40, \text{ and } \hat{p} > 0.40)\) from among the 198 model construction data sets collected in hop yards in 2000 and 2001. The 18 model evaluation data sets are arranged in ascending order of \(\hat{p}\). Data sets collected in Washington contained 150 sampling units (75 per transect), and data sets collected in Oregon contained 200 sampling units (100 per transect). Box plots show the median (line in open boxes), middle 50% of the data (open box), 95% confidence interval for the median based on the non-parametric sign-test (solid bar inside box) (32), extremes of the data points (whiskers), and outliers (solid circles).
curves were similar among the four combinations of \(\alpha\) and \(\beta\), although the OC was slightly steeper for \(\beta = 0.05\) compared with \(\beta = 0.10\) when \(p > p_t\) (Fig. 5B). That is, a higher correct decision rate was achieved when \(p > p_t\). The OC was 0 for all combinations of \(\alpha\) and \(\beta\) at \(p \geq 0.10\). Varying \(\alpha\) and \(\beta\) did have a large effect on the ASN curves, which was particularly evident when \(p\) was near \(p_t\). The ASN (rounded up to the nearest integer) at \(p_t = 0.025\) was 51, 45, 42, and 32 sampling units for \(\alpha = \beta = 0.05\), \(\alpha = 0.10\) and \(\beta = 0.05\), \(\alpha = 0.05\) and \(\beta = 0.10\), and \(\alpha = \beta = 0.1\), respectively (Fig. 5C). The ASN was within 1 sampling unit, or iden-
tical, for all combinations of \(\alpha\) and \(\beta\) when \(p\) was far (\(\geq 0.10\)) from \(p_t\).

Changing \(p_t\) had a greater effect on the OC and ASN curves than did altering \(\alpha\) or \(\beta\) (Fig. 6). Increasing \(p_t\) increased the slope of the stop lines (Fig. 6A), with a slight shift of the OC curve to the right (Fig. 6B).
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**Fig. 4.** Results of sequential sampling for validating estimates of the incidence of powdery mildew on hop leaves from 104 yard-level data sets collected from hop yards in Oregon and Washington in 2004 and 2005. A and B, Frequency distribution of the difference between true disease incidence (\(p\)) of the data set and estimated disease incidence from the sequential sample, \(\hat{p}\). C and D, Frequency distribution of the achieved coefficient of variation, \(C\). E and F, Relationship between mean disease incidence for the yard (\(p\)) and number of sampling units (\(N\)) collected. Preselected values of \(C\) are A, C, and E, 0.2 and B, D, and F, 0.1. The solid bars are results from simulated sampling of two transects per yard in the same order in which data was originally collected in the yard (original order). The open bars are results when sampling order of the transects was reversed (reversed order). The dashed lines in A–D are the median of 104 data sets when sampling was conducted in the original order, and the solid lines are the first and third quartiles for the specified statistic (indistinguishable in A and B). Numerical values of the statistics are given on the graph. When the row-level data sets were sampled in reverse order, values of the first quartile, median, and third quartile for \(p - \hat{p}\) were \(A_i = -0.004\), 0, and 0, respectively at \(C = 0.2\) and \(B, 0, 0, and 0\), respectively at \(C = 0.1\). Values of the first quartile, median, and third quartile for the achieved \(C\) were \(C_i = 0.186, 0.248,\) and 0.448, respectively, at \(C = 0.2\) and \(D, 0.130,\) 0.220, and 0.448, respectively at \(C = 0.1\). The data sets for which the achieved at \(C = 1\) and 0.705 represented nine and six yards, respectively, where 1 diseased leaf was observed from among \(n = 2,000\) (Oregon) or \(n = 1,500\) leaves (Washington) sampled. E and F, Solid lines represent the expected number of sampling units given \(p\) as calculated by Madden et al. (22, equation 17b). Solid circles are data sets sampled in the original order, and open circles are data sets sampled in reversed order.
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**Fig. 5.** Stop lines for classifying the incidence of powdery mildew on hop leaves as above or below a critical threshold, \(p_t\), from a cluster sample with \(n = 10\) leaves per sampling unit in hop yards sampled in Oregon and Washington in 2004 and 2005. A, Stop lines based on Wald’s sequence probability ratio test (39) with \(p_t = 0.0125\) and \(p_t = 0.0375\) (\(p_t = 0.025\)) at four combinations of \(\alpha\) and \(\beta\), where \(\alpha\) and \(\beta\) are analogous to type I and type II error rates, respectively. B, Operating characteristic (OC) curves, and C, average sample number (ASN) curves for sequential classification stop lines defined in A. Error probabilities are set at \(\alpha = 0.05\) and \(\beta = 0.05\) (solid line), \(\alpha = 0.10\) and \(\beta = 0.05\) (long dashed line), \(\alpha = 0.05\) and \(\beta = 0.10\) (dotted line), and \(\alpha = 0.10\) and \(\beta = 0.10\) (dash-dot line). OC and ASN curves were determined by 1,000 Monte Carlo simulations using a modification of the algorithm described by Hoffman et al. (12), with the parameter \(b\) as a function of disease incidence according to the binary power law (described in the main text and by Turecheck et al. [36]), where \(a = 0.198\) and \(b = 1.099\).
increasing \( p_t \) also flattened the OC curve, indicating an overall increase in the incorrect decision rate (Fig. 6B). Flattening of the OC curve also occurred when the difference between \( p_b \) and \( p_t \) increased. The ASN required to classify disease incidence above or below \( p_t \) was reduced by increasing \( p_t \) (Fig. 6C). At \( p = p_b = 0.025, 0.05, 0.10, \) or 0.15, ASN (rounded up to the nearest integer) was 51, 33, 21, or 9, respectively.

**Bootstrapping validation.** Four sequential classification sampling plans were selected for further evaluation by bootstrap simulation based on the results of the Monte Carlo analysis. The parameters of these sampling plans were \( p_t = 0.025 \) and \( p_b = 0.10 \) at error rates of \( \alpha = \beta = 0.05 \) and \( \alpha = \beta = 0.10 \) (Fig. 7A to D). The achieved OC was very similar to the OC curves obtained by Monte Carlo simulation for the 18 data sets at all combinations of \( p_t \) and error rates (Fig. 7A and B). In one data set where \( p = 0.079 (p = 0.117 \) and 0.041 at the row levels), the achieved OC (0.590) was lower than the OC predicted by Monte Carlo simulation (0.785) for error rates of \( \alpha = \beta = 0.10 \), and the achieved ASN (7.15) was also lower than the simulated ASN (11.07). The difference between the achieved and predicted OC and ASN values occurred because the \( 0 \) (at the yard level) was 0.373 and much greater than the \( 0 \) predicted by the binary power law (0.062) (36). Yard-level heterogeneity in this data set was the greatest among all model construction data sets (36, Fig. 1D).

Similarly, for \( p_b = 0.10 \) and \( \alpha = \beta = 0.10 \), the ASN for one yard (\( p = 0.107 \)) was substantially lower (13.78) than the ASN derived by simulation (19.47). For this yard, \( \theta = 0.129 \) and the predicted \( \theta = 0.0675 \).

**Simulated sampling validation.** Correct decisions rates were 2.0 to 3.9% higher at the row level when stop lines were developed based on the beta-binomial distribution rather than the binomial distribution (Table 1). For the beta-binomial approximation, correct decisions were made in 93.8 and 96.2% of the data sets where \( p_t = 0.025 \) for \( \alpha = \beta = 0.10 \) or \( \alpha = \beta = 0.05 \), respectively. For \( p_t = 0.10 \), correct decisions were made in 95.2 or 95.7% of the data sets for \( \alpha = \beta = 0.10 \) or \( \alpha = \beta = 0.05 \), respectively. For stop lines derived from beta-binomial approximation, type II errors were more common than type I errors with any combination of \( \alpha \), \( \beta \), and \( p_t \). The higher rate of correct decisions with the beta-binomial-based stop lines resulted in a greater mean and median number of samples being collected compared with the binomial-based stop lines. Depending on

---

**Fig. 6.** A, Stop lines. B, operating characteristic (OC) curves, and C, average sample number (ASN) curves for sequential classification as determined by Wald’s sequential probability ratio test (39) for the incidence of powdery mildew on hop leaves from a cluster sample with \( n = 10 \) leaves per sampling unit, in hop yards sampled in Oregon and Washington in 2004 and 2005. OC and ASN curves were determined by 1,000 Monte Carlo simulations using the beta-binomial distribution for error rates of \( \alpha = \beta = 0.05 \), and \( p_t = 0.025, p_b = 0.05, p_b = 0.10, \) or 0.15. OC and ASN curves were determined by 1,000 Monte Carlo simulations using a modification of the algorithm described by Hoffman et al. (12), with the parameter \( \theta \) described as a function of disease incidence according to the binary power law (described in the main text and by Turecheck et al. [36]), where \( \alpha = 0.198 \) and \( b = 1.999 \). Error probabilities in all cases were set at \( \alpha = \beta = 0.05 \). The critical value, \( p_c \), is written adjacent to the corresponding stop lines in A. The parameters \( p_b \) and \( p_t \) of the stop lines are given in the text.

**Fig. 7.** A and B, Operating characteristic (OC), and C and D, average sample number (ASN) curves for sequential classification sampling plans as determined by Wald’s sequential probability ratio test (39) for the incidence of powdery mildew on hop leaves from data sets collected at the yard-level in hop yards of Oregon and Washington in 2004 and 2005. Threshold values are \( n = 10 \) leaves per sampling unit, in hop yards sampled in Oregon and Washington in 2004 and 2005. OC and ASN curves were determined by 1,000 Monte Carlo simulations using a modification of the algorithm described by Hoffman et al. (12), with the parameter \( \theta \) described as a function of disease incidence according to the binary power law (described in the main text and by Turecheck et al. [36]), where \( \alpha = 0.198 \) and \( b = 1.999 \). Curves with error probabilities of \( \alpha = \beta = 0.05 \) (solid line) and \( \alpha = \beta = 0.10 \) (dashed line) are shown. Circles are the achieved OC and ASN from 100 bootstrap simulations of sequential sampling for classification of 18 yard-level model validation data sets; open circles are simulations where stop lines were derived based on the beta-binomial distribution rather than the binomial distribution (Table 1). For the beta-binomial approximation, correct decisions were made in 93.8 and 96.2% of the data sets where \( p_t = 0.025 \) for \( \alpha = \beta = 0.10 \) or \( \alpha = \beta = 0.05 \), respectively. For \( p_t = 0.10 \), correct decisions were made in 95.2 or 95.7% of the data sets for \( \alpha = \beta = 0.10 \) or \( \alpha = \beta = 0.05 \), respectively. For stop lines derived from beta-binomial approximation, type II errors were more common than type I errors with any combination of \( \alpha \), \( \beta \), and \( p_t \). The higher rate of correct decisions with the beta-binomial-based stop lines resulted in a greater mean and median number of samples being collected compared with the binomial-based stop lines. Depending on
α, β, and pt, two to five more samples were collected on average before p was classified as above or below pt. As expected, mean N increased when error rates were lowered. Mean N was 1.9 or 1.3 more when error rates were controlled at 0.05 compared with 0.10 (Table 1).

Correct decision rates were lower when the row-level data sets from a yard were considered as two individual data sets, and a correct decision in both row-level data sets was necessary to make a correct decision at the yard level (Table 1). For the beta-binomial approximation for pt = 0.025, correct decisions were made in 87.5 and 92.3% of data sets when α = β = 0.10 and α = β = 0.05, respectively. For pt = 0.10, correct decisions were made in 91.3 and 92.3% of data sets when α = β = 0.10 and α = β = 0.05, respectively. Type I and type II error rates were higher at the yard level than the row level because correct decisions in both row-level data sets were needed for a correct decision, but were lower than the prespecified error rates for pt = 0.025 and 0.10. At pt = 0.10 and α = β = 0.10 in one data set (1% of all data sets), a type I error was made in one row-level data set and a type II error was made in the other row-level data set from that yard. In this yard, p in the row-level data sets was near pt (0.18 and 0.089). A type II error occurred in row 1 when the p = 0.18 was classified as less than pt, and a type I error occurred in row 2 when p = 0.089 was classified as greater than pt.

The order in which transects were sampled affected error rates. For p = 0.025 and error rates controlled at 0.05, the correct decision rate was 7.7% greater when sampling was initiated in the original order in which the data was collected in the yards, compared with when the order of sampling was reversed (Table 2). Conversely, for pt = 0.10, correct decision rates for the yard were 4.2 to 6.7% greater when sampling was initiated in the reversed order compared with the original order. Among the 104 model validation data sets, the mean p in the first and second transects was 0.0788 (median 0.0183) and 0.0833 (median 0.0177), respectively, indicating that the disease incidence, on average, was slightly greater in the interior of yards than closer to the edges of the yards. This may explain why the correct decision rate was greater for pt = 0.025 in the original order of sampling and greater for pt = 0.10 for the reversed order of sampling.

Where higher correct decision rates were observed during sampling data sets in the original versus reversed orders, the increase in correct decision rates generally was associated with a reduction in the rate of type II errors, although the mean and median N were similar (less than 1 sampling unit difference) for both sampling transects in the original or reversed orders. Type I errors were controlled at the prespecified rates for all sampling plans; however, prespecified rates of the type II errors were achieved only for pt = 0.10 and α = β = 0.10 when transects were sampled in the reversed order (Tables 1 and 2).

DISCUSSION

Management of the foliar phase of hop powdery mildew is critical for successful management of the disease on cones and to minimize crop loss (31,37). Eco-nomically sustainable management of the disease requires growers to make management decisions by integrating knowledge of host susceptibility, environmental conditions favorable for the disease, and inoculum density (23,24,36,37). The sequential sampling plans developed in this research, based on knowledge of spatial heterogeneity of the disease, provide the foundation for efficient sampling of hop powdery mildew on leaves and linkage of sampling protocols to thresholds for disease management.

Evaluation of sequential estimation sampling plans by bootstrap analysis of selected data sets from the model construction data, and simulated sampling of data collected independently of the model construction data, revealed that it is possible to estimate disease incidence with reasonable precision (C = 0.2) for yards in which the incidence powdery mildew is p ≥ 0.025. Deviation of the median value of the difference in the true incidence of symptomatic leaves, p, and the incidence of symptomatic leaves estimated by sequential sampling,  

<table>
<thead>
<tr>
<th>Table 1. Correct decision and error rates (%) of sequential sampling plans for classifying the incidence of powdery mildew on hop leaves for 208 row-level and 104 yard-level data sets collected from hop yards in Oregon and Washington in 2004 and 2005.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Parameters</strong></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td><strong>Binomial</strong></td>
</tr>
<tr>
<td>Correct decision</td>
</tr>
<tr>
<td>Type I error</td>
</tr>
<tr>
<td>Type II error</td>
</tr>
<tr>
<td>Type I and II error</td>
</tr>
<tr>
<td>Mean N</td>
</tr>
<tr>
<td>Median N</td>
</tr>
<tr>
<td><strong>Beta-Binomial</strong></td>
</tr>
<tr>
<td>Correct decision</td>
</tr>
<tr>
<td>Type I error</td>
</tr>
<tr>
<td>Type II error</td>
</tr>
<tr>
<td>Type I and II error</td>
</tr>
<tr>
<td>Mean N</td>
</tr>
<tr>
<td>Median N</td>
</tr>
</tbody>
</table>

a Type I error indicates that mean disease incidence was incorrectly classified as < p̂, where p̂ = a critical value of disease incidence, such as a management action threshold for a fungicide application. Mean and median N were calculated from all 208 row-level data sets or 104 yard-level data sets. The parameters α and β were specified to control type I and type II error rates.

b Data sets collected at the row level consisted of a single transect sample of N = 100 (Oregon) or 75 (Washington) plants within a row. Yard-level data sets consisted of two transect data sets per yard. At the yard level, a correct decision indicates that correct decisions were made in both transects at the row level. Type I error indicates that at least one type I error was made at the row level in a yard. Type II error indicates that a type II error was made at the row level in a yard. Type I and II errors indicate that a type I error was made in one row-level data set, and a type II error was made in the other row-level data set in that yard.

c p̂ = (p₀ + p₁)/2; p₀ = 0.0125 and p₁ = 0.0395. For sequential classification, p̂ is defined as some critical value of disease incidence, such as a management action threshold for a fungicide application, and p₀ and p₁ represent the lower and upper boundaries of disease incidence, such that when the true incidence of disease, p, is equal to or less than p₀ the field is classified correctly at least 100(1 − α)% of the time, and when the true incidence of disease is equal to or greater than p₁, the field is classified correctly at least 100(1 − β)% of the time.

d p̂ = (p₀ + p₁)/2; p₀ = 0.05 and p₁ = 0.15.

e Distribution and parameters estimated.
Achieving a C of 0.1 was not possible with most of the model validation data sets in which disease incidence was <0.2 because too few sampling units (150 or 200) were collected. However, achieving a C of 0.1 likely would require too much time and expense to be practical for routine disease assessments by growers and crop consultants. Using estimates of the parameters $a$ and $b$ from the binary power law (22, equation 17b) and a prespecified C of 0.1, 279 or 1,220 sampling units are required to estimate disease incidence when the true incidence is 0.05 or 0.01, respectively. Based on current knowledge of hop powdery mildew, designing a sampling strategy to attain $C = 0.1$ probably is not necessary if the objective is disease management (6,20). Additionally, because growers typically manage multiple hop yards, it is not practical to sample to attain $C = 0.1$ because it is more important to sample the greatest number of yards possible on a given farm than to obtain very precise estimates of disease from a few yards (36).

The sequential classification sampling models developed in this research allow for pest density to be classified as above or below various threshold values. Generally, smaller sample sizes are required when the objective of sampling is to reach a decision rather than to estimate disease incidence precisely. From a practical perspective, information on whether disease incidence is above or below a threshold value typically is sufficient for making most management decisions (4,27). The OC and ASN curves generated from bootstrap simulations of the model construction data sets were very similar to the OC and ASN curves derived by Monte Carlo simulation. No more than 51, 33, 21, or 9 sampling units would need to be evaluated to classify disease incidence when $p_t = 0.025$, 0.05, 0.10, or 0.15, respectively. This could dramatically reduce the time and expense associated with current hop powdery mildew sampling protocols that recommend sampling a minimum of 225 to 300 plants to estimate disease incidence for a yard (36). The number of sampling units needed to classify disease incidence could be reduced further by assuming a binomial distribution of disease incidence among leaves, which would reduce $N$, on average, by three to six plants depending on the error rate and $p_t$ (Tables 1 and 2). However, it is questionable whether the modest decrease in $N$, perhaps a savings of 5 min of sampling, would justify the increase in type I and II error rates and loss of accuracy and precision.

Several factors affected the results of the sequential sampling plans developed in this research. The location in the yard where sampling was initiated affected the error rates of sequential classification. Disease incidence, on average, was greater in the second transect (closer to the center of the yard) than the first transect, and correct decisions rates varied depending on $p_t$ and which transect was sampled first. Mean disease incidence can be variable among transects within a single yard (36) and, clearly, can affect conclusions (i.e., the estimate of $p$) obtained from a sequential sample. However, it is not practical to manage hop powdery mildew differently in areas of a yard where disease incidence may not be uniform. Control measures are applied to an entire yard if disease is above $p_t$ in any area of the yard, because the risk of not treating a yard when a treatment is warranted is a more serious error than applying a treatment unnecessarily (25). Therefore, sampling should be initiated in areas of the yard where disease incidence typically is expected to be greatest, and the entire yard should be treated if disease exceeds $p_t$ during sampling of any transect or area of the yard. Intentionally introducing bias into the sampling plan (i.e., targeted sampling) also may reduce sampling time and costs (4). Achieving a nonbiased sample of leaves from plants also may be difficult because powdery mildew lesions on adaxial leaf surfaces are readily apparent, although overestimation of disease incidence was not apparent during validation of the models by simulated sampling (Fig. 4; Tables 1 and 2). Biased selection of diseased leaves could reduce the rate of type II errors, which many growers consider more serious and costly than type I errors (25).

Heterogeneity in the model validation data sets was greater than for the model construction data sets (36). Estimates of the binary power law parameters used in the analyses were derived from yard-level assessments made in 2000 and 2001 (36). Consequently, these parameters underestimated disease heterogeneity in the validation data sets. It is unknown whether simi-

| Table 2. Correct decision and error rates (%) and mean and median number of samples required for sequential classification of hop powdery mildew on leaves in relation to the location at which sampling was initiated in the hop yard |
|-----------------|-----------------|-----------------|-----------------|-----------------|
|                 | $p_t = 0.025^b$ | $p_t = 0.10^c$  | $p_t = 0.025^b$ | $p_t = 0.10^c$  |
| Rates           | 0.05            | 0.10            | 0.05            | 0.10            | 0.05            | 0.10            |
| Binomial        |                 |                 |                 |                 |                 |                 |
| Correct decision| 91.3            | 88.5            | 89.4            | 89.4            | 85.6            | 88.5            | 94.2            | 94.2            |
| Type I error    | 1.0             | 1.0             | 4.8             | 4.8             | 3.8             | 1.0             | 2.9             | 2.9             |
| Type II error   | 7.7             | 10.6            | 5.8             | 5.8             | 10.6            | 10.6            | 2.9             | 2.9             |
| Mean N          | 12.3            | 9.3             | 3.7             | 3.6             | 13.0            | 9.3             | 3.9             | 3.7             |
| Median N        | 12.0            | 9.0             | 3.0             | 3.0             | 12.0            | 9.0             | 3.0             | 3.0             |
| Beta-Binomial   |                 |                 |                 |                 |                 |                 |                 |                 |
| Correct decision| 94.2            | 90.4            | 90.4            | 90.4            | 86.5            | 90.4            | 97.1            | 96.2            |
| Type I error    | 1.0             | 1.0             | 4.8             | 4.8             | 3.8             | 1.0             | 2.9             | 2.9             |
| Type II error   | 5.8             | 8.7             | 6.7             | 6.7             | 10.6            | 8.7             | 1.9             | 2.9             |
| Mean N          | 17.2            | 12.2            | 7.1             | 5.7             | 18.1            | 12.2            | 7.1             | 5.8             |
| Median N        | 16.0            | 12.0            | 5.0             | 4.0             | 16.0            | 12.0            | 5.0             | 4.0             |

$^a$ In the original sampling order, sampling began in transect 1 and continued into transect 2 if additional sampling was necessary to classify disease incidence as above or below $p_t$ at the specified error rates, where $p_t$ is a critical value of disease incidence, such as a management action threshold for a fungicide application. In the reversed sampling order, transect 2 of the data set was sampled first, and sampling continued into transect 1. Data sets were collected by assessing n ≤10 leaves from the first N = 100 (Oregon) or 75 (Washington) plants from each of two transects (rows) in the hop yard. Parameters $\alpha$ and $\beta$ were specified to control type I and type II error rates.

$^b$ $p_t = (p_0 + p_1)/2$; $p_0 = 0.0125$ and $p_1 = 0.0375$. For sequential classification, $p_t$ is defined as some critical value of disease incidence, such as a management action threshold for a fungicide application, and $p_0$ and $p_1$ represent the lower and upper boundaries of disease incidence, such that when the true incidence of disease, $p_t$, is equal to or less than $p_0$, the field is classified correctly at least 100(1 – $\alpha$)% of the time, and when the true incidence of disease is equal to or greater than $p_1$, the field is classified correctly at least 100(1 – $\beta$)% of the time.

$^c$ $p_t = (p_0 + p_1)/2$; $p_0 = 0.05$ and $p_1 = 0.15$.

$^d$ Distribution and rates ($\alpha$ and $\beta$). A correct decision indicates that mean disease incidence was correctly classified above or below $p_t$ for the yard. Type I error indicates that mean disease incidence was incorrectly classified as greater than $p_t$ for the yard. Type II error indicates that mean disease incidence was incorrectly classified as less than $p_t$ for the yard. Mean and median $N$ were calculated from all 104 yard-level data sets. Results are presented for stop lines generated by Wald’s sequential probability ratio test for the binomial and beta-binomial cases (34, equations A1 to A6).
lar results would be found if another set of validation data was collected; however, from a practical standpoint, slight underestimation had little impact on the outcome because prescribed error rates generally were achieved with the validation data. It is possible to merge data sets and estimate a new set of power law parameters, but this would leave no independent data sets for model validation.

An important barrier that may prevent implementation of sequential sampling is the lack of formal disease thresholds for initiating control measures for hop powdery mildew. Economic thresholds have been derived for numerous arthropod pests (3, 12, 28, 30) and monocyclic plant diseases (2, 5, 7, 8, 15), but few economic thresholds have been developed or proposed for polycyclic diseases (6, 22). Where disease thresholds have been developed, they generally have been used to initiate a fungicide program (38) or to time fungicide applications in pathosystems where only a single application is needed to prevent substantial crop loss (9, 10). Deriving disease thresholds for polycyclic diseases such as hop powdery mildew is more difficult than with many monocyclic diseases because of the short generation time of the pathogen and complex interactions of host, pathogen, and environment that result in crop loss (25). Maloy (25) suggests that monitoring for polycyclic diseases is problematic because the latent period between infection and disease development allows many diseases to expand to the point where economic management is not possible before detection. This may be true for hop powdery mildew, but many growers and integrated pest management personnel do consider disease status of a hop yard when deciding if, or at what intensity, control measures should be applied (36). Many growers have derived provisional action thresholds based on their past experience, the particular cultivar, and risk aversion (D. H. Gent and W. F. Mahaffee, unpublished). Thus, sequential classification plans for four values of $p$ were developed to allow growers to select a disease threshold that reflects their provisional action threshold or to adjust the threshold based on infection risks (23, 24).

This research demonstrated that it is possible to estimate or classify the incidence of powdery mildew on leaves of a hop yard over a wide range of disease levels by assessing relatively few sampling units. The sequential sampling plans developed in this study could be used to improve the efficiency and accuracy of disease assessments for current provisional action thresholds, and implementation of sequential sampling plans for hop powdery mildew may be one component of an overall decision-support system that considers cultivar susceptibility, past and forecast weather conditions, and grower risk aversion (23, 24, 37).
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