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### Conversion Factors for SI and Non-SI Units

<table>
<thead>
<tr>
<th>To convert Column 2 into Column 1 multiply by</th>
<th>To convert Column 2 into Column 1 multiply by</th>
</tr>
</thead>
<tbody>
<tr>
<td>Column 1 SI unit</td>
<td>Column 2 non-SI unit</td>
</tr>
<tr>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>Length</td>
<td></td>
</tr>
<tr>
<td>0.621</td>
<td>kilometer, km (10³ m)</td>
</tr>
<tr>
<td>1.094</td>
<td>meter, m</td>
</tr>
<tr>
<td>3.28</td>
<td>meter, m</td>
</tr>
<tr>
<td>1.0</td>
<td>micrometer, µm (10⁻⁶ m)</td>
</tr>
<tr>
<td>3.94 × 10⁻²</td>
<td>millimeter, mm (10⁻³ m)</td>
</tr>
<tr>
<td>10</td>
<td>nanometer, nm (10⁻⁹ m)</td>
</tr>
<tr>
<td>Area</td>
<td></td>
</tr>
<tr>
<td>2.47</td>
<td>hectare, ha</td>
</tr>
<tr>
<td>247</td>
<td>square kilometer, km² (10³ m²)</td>
</tr>
<tr>
<td>0.386</td>
<td>square kilometer, km² (10³ m²)</td>
</tr>
<tr>
<td>2.47 × 10⁻⁴</td>
<td>square meter, m²</td>
</tr>
<tr>
<td>10.76</td>
<td>square meter, m²</td>
</tr>
<tr>
<td>1.55 × 10⁻³</td>
<td>square millimeter, mm² (10⁻⁶ m²)</td>
</tr>
<tr>
<td>Volume</td>
<td></td>
</tr>
<tr>
<td>9.73 × 10⁻³</td>
<td>cubic meter, m³</td>
</tr>
<tr>
<td>35.3</td>
<td>cubic meter, m³</td>
</tr>
<tr>
<td>6.10 × 10⁴</td>
<td>cubic meter, m³</td>
</tr>
<tr>
<td>2.84 × 10⁻²</td>
<td>liter, L (10⁻³ m³)</td>
</tr>
<tr>
<td>1.057</td>
<td>liter, L (10⁻³ m³)</td>
</tr>
<tr>
<td>3.53 × 10⁻²</td>
<td>liter, L (10⁻³ m³)</td>
</tr>
<tr>
<td>0.265</td>
<td>liter, L (10⁻³ m³)</td>
</tr>
<tr>
<td>33.78</td>
<td>liter, L (10⁻³ m³)</td>
</tr>
<tr>
<td>2.11</td>
<td>liter, L (10⁻³ m³)</td>
</tr>
<tr>
<td>Mass</td>
<td></td>
</tr>
<tr>
<td>2.20 × 10⁻³</td>
<td>gram, g (10⁻³ kg)</td>
</tr>
<tr>
<td>3.52 × 10⁻²</td>
<td>gram, g (10⁻³ kg)</td>
</tr>
<tr>
<td>2.205</td>
<td>kilogram, kg</td>
</tr>
<tr>
<td>0.01</td>
<td>kilogram, kg</td>
</tr>
<tr>
<td>1.10 × 10⁻³</td>
<td>kilogram, kg</td>
</tr>
<tr>
<td>1.102</td>
<td>megagram, Mg (tonne)</td>
</tr>
<tr>
<td>1.102</td>
<td>tonne, t</td>
</tr>
<tr>
<td>Yield and Rate</td>
<td></td>
</tr>
<tr>
<td>0.893</td>
<td>kilogram per hectare, kg ha⁻¹</td>
</tr>
<tr>
<td>7.77 × 10⁻²</td>
<td>kilogram per cubic meter, kg m⁻³</td>
</tr>
<tr>
<td>1.49 × 10⁻²</td>
<td>kilogram per hectare, kg ha⁻¹</td>
</tr>
<tr>
<td>1.59 × 10⁻²</td>
<td>kilogram per hectare, kg ha⁻¹</td>
</tr>
</tbody>
</table>

*continued*
<table>
<thead>
<tr>
<th>To convert Column 1 into Column 2</th>
<th>Column 1 SI unit</th>
<th>Column 2 non-SI unit</th>
<th>To convert Column 2 into Column 1 multiply by</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.86 × 10⁻² kilogram per hectare, kg ha⁻¹</td>
<td>bushel per acre, 48 lb</td>
<td>53.75</td>
<td></td>
</tr>
<tr>
<td>0.107 liter per hectare, L ha⁻¹</td>
<td>gallon per acre</td>
<td>9.35</td>
<td></td>
</tr>
<tr>
<td>893</td>
<td>pound per acre, lb acre⁻²</td>
<td>1.12 × 10⁻³</td>
<td></td>
</tr>
<tr>
<td>893</td>
<td>pound per acre, lb acre⁻²</td>
<td>1.12 × 10⁻³</td>
<td></td>
</tr>
<tr>
<td>0.446 megagram per hectare, Mg ha⁻¹</td>
<td>ton (2000 lb) per acre, ton acre⁻²</td>
<td>2.24</td>
<td></td>
</tr>
<tr>
<td>2.24 meter per second, m s⁻²</td>
<td>mile per hour</td>
<td>0.447</td>
<td></td>
</tr>
</tbody>
</table>

**Specific Surface**

| | 10 square meter per kilogram, m² kg⁻¹ | square centimeter per gram, cm² g⁻¹ | 0.1 |
| | 1000 square meter per kilogram, m² kg⁻¹ | square millimeter per gram, mm² g⁻¹ | 0.001 |

**Density**

| | 1.00 megagram per cubic meter, Mg m⁻³ | gram per cubic centimeter, g cm⁻³ | 1.00 |

**Pressure**

<table>
<thead>
<tr>
<th>megapascal, MPa (10⁶ Pa)</th>
<th>atmosphere</th>
<th>0.101</th>
</tr>
</thead>
<tbody>
<tr>
<td>megapascal, MPa (10⁶ Pa)</td>
<td>bar</td>
<td>0.1</td>
</tr>
<tr>
<td>pascal, Pa</td>
<td>pound per square foot, lb ft⁻²</td>
<td>47.9</td>
</tr>
<tr>
<td>pascal, Pa</td>
<td>pound per square inch, lb in⁻²</td>
<td>6.90 × 10³</td>
</tr>
</tbody>
</table>

**Temperature**

<table>
<thead>
<tr>
<th>kelvin, K</th>
<th>Celsius, °C</th>
<th>Fahrenheit, °F</th>
<th>1.00 (°C + 273)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(9/5 °C) + 32</td>
<td>Celsius, °C</td>
<td>Fahrenheit, °F</td>
<td>5/9 (°F − 32)</td>
</tr>
</tbody>
</table>

**Energy, Work, Quantity of Heat**

<table>
<thead>
<tr>
<th>joule, J</th>
<th>British thermal unit, Btu</th>
<th>1.05 × 10¹</th>
</tr>
</thead>
<tbody>
<tr>
<td>joule, J</td>
<td>calorie, cal</td>
<td>4.19</td>
</tr>
<tr>
<td>joule, J</td>
<td>erg</td>
<td>10⁻⁷</td>
</tr>
<tr>
<td>joule, J</td>
<td>foot-pound</td>
<td>1.36</td>
</tr>
<tr>
<td>joule per square meter, J m⁻²</td>
<td>calorie per square centimeter (langley)</td>
<td>4.19 × 10⁴</td>
</tr>
<tr>
<td>newton, N</td>
<td>dyne</td>
<td>10⁻⁴</td>
</tr>
<tr>
<td>watt per square meter, W m⁻²</td>
<td>calorie per square centimeter minute (irradiance), cal cm⁻² min⁻¹</td>
<td>698</td>
</tr>
</tbody>
</table>

**Transpiration and Photosynthesis**

<table>
<thead>
<tr>
<th>milligram per square meter second, mg m⁻² s⁻¹</th>
<th>gram per square decimeter hour, g dm⁻² h⁻¹</th>
<th>27.8</th>
</tr>
</thead>
<tbody>
<tr>
<td>milligram (H₂O) per square meter second, mg m⁻² s⁻¹</td>
<td>micromole (H₂O) per square centimeter second, µmol cm⁻² s⁻¹</td>
<td>180</td>
</tr>
<tr>
<td>milligram per square meter second, mg m⁻² s⁻¹</td>
<td>milligram per square centimeter second, mg cm⁻² s⁻¹</td>
<td>10⁴</td>
</tr>
<tr>
<td>milligram per square meter second, mg m⁻² s⁻¹</td>
<td>milligram per square decimeter hour, mg dm⁻² h⁻¹</td>
<td>2.78 × 10⁻²</td>
</tr>
</tbody>
</table>

*continued*
To convert Column 1 into Column 2 multiply by Column 2 non-SI unit

<table>
<thead>
<tr>
<th>Plane Angle</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>radian, rad</td>
<td>degrees (angle), °</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Electrical Conductivity, Electricity, and Magnetism</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>10* siemen per meter, $S \ m^{-1}$</td>
<td>millimho per centimeter, mmho cm⁻¹</td>
</tr>
<tr>
<td>$10^4$ tesla, T</td>
<td>gauss, G</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Water Measurement</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$9.73 \times 10^{-3}$ cubic meter, $m^3$</td>
<td>acre-inch, acre-in</td>
</tr>
<tr>
<td>$9.81 \times 10^{-3}$ cubic meter per hour, $m^3 \ h^{-1}$</td>
<td>cubic foot per second, $ft^3 \ s^{-1}$</td>
</tr>
<tr>
<td>4.40 cubic meter per hour, $m^3 \ h^{-1}$</td>
<td>U.S. gallon per minute, gal min⁻¹</td>
</tr>
<tr>
<td>8.11 hectare meter, ha m</td>
<td>acre-foot, acre-ft</td>
</tr>
<tr>
<td>97.28 hectare meter, ha m</td>
<td>acre-inch, acre-in</td>
</tr>
<tr>
<td>$8.1 \times 10^{-2}$ hectare centimeter, ha cm</td>
<td>acre-foot, acre-ft</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Concentration</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1 centimole per kilogram, cmol kg⁻¹</td>
<td>milliequivalent per 100 grams, meq 100 g⁻¹</td>
</tr>
<tr>
<td>0.1 gram per kilogram, g kg⁻¹</td>
<td>percent, %</td>
</tr>
<tr>
<td>1 milligram per kilogram, mg kg⁻¹</td>
<td>parts per million, ppm</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Radioactivity</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$2.7 \times 10^{-11}$ becquerel, Bq</td>
<td>curie, Ci</td>
</tr>
<tr>
<td>$2.7 \times 10^{-2}$ becquerel per kilogram, Bq kg⁻¹</td>
<td>picocurie per gram, pCi g⁻¹</td>
</tr>
<tr>
<td>100 gray, Gy (absorbed dose)</td>
<td>rad, rd</td>
</tr>
<tr>
<td>100 sievert, Sv (equivalent dose)</td>
<td>rem (roentgen equivalent man)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Plant Nutrient Conversion</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Elemental</td>
<td>Oxide</td>
</tr>
<tr>
<td>2.29</td>
<td>$P$ $P_2O_5$</td>
</tr>
<tr>
<td>1.20</td>
<td>$K$ $K_2O$</td>
</tr>
<tr>
<td>1.39</td>
<td>$Ca$ $CaO$</td>
</tr>
<tr>
<td>1.66</td>
<td>$Mg$ $MgO$</td>
</tr>
</tbody>
</table>
1.1 INTRODUCTION

Over the past generation, dramatic advances have occurred in statistical methodology, many of which are relevant to research in the agricultural and natural resources sciences. These include more theoretically sound approaches to the analysis of spatial data; data taken over time; data involving discrete, categorical, or continuous but non-normal response variables; multi-location and/or multi-year data; complex split-plot and repeated measures data; and genomic data such as data from microarray and quantitative genetics studies. The development of generalized linear mixed models has brought together these apparently disparate problems under a coherent, unified theory. The development of increasingly user friendly statistical software has made the application of this methodology accessible to applied researchers.

The accessibility of generalized linear mixed model software has coincided with a time of change in the research community. Research budgets have been tightening for several years, and there is every reason to expect this trend to continue for the foreseeable future. The focus of research in the agricultural sciences has been shifting as the nation and the world face new problems motivated by the need for clean and renewable energy, management of limited natural resources, environmental stress, the need for crop diversification, the advent of precision agriculture, safety dilemmas, and the need for risk assessment associated with issues such as genetically modified crops. New technologies for obtaining data offer new and important possibilities but often are not suited for design and analysis using conventional approaches developed decades ago. With this rapid development comes the lack of accepted guidelines for how such data should be handled.

Researchers need more efficient ways to conduct research to obtain useable information with the limited budgets they have. At the same time, they need ways to meaningfully analyze and understand response variables that are very different from those covered in “traditional” statistical methodology. Generalized linear mixed models allow more versatile and informative analysis in these situations and, in the process, provide the tools to facilitate experimental designs tailored to
the needs of particular studies. Such designs are often quite different from conventional experimental designs. Thus, generalized linear mixed models provide an opportunity for a comprehensive rethinking of statistical practice in agricultural and natural resources research. This book provides a practical introductory guide to this topic.

1.2 GENERALIZED LINEAR MIXED MODELS

In introductory statistical methods courses taken by nearly every aspiring agricultural scientist in graduate school, statistical analysis is presented in some way, shape, or form as an attempt to make inferences on observations that are the sum of “explanatory” components and “random” components. In designed experiments and quasi-experiments (i.e., studies structured as closely as possible to designed experiments), “explanatory” means treatment effect and “random” means residual or random error. Thus, the formula

observed response = explanatory + random

expresses the basic building blocks of statistical methodology. This simple breakdown is necessarily elaborated into

observed response = treatment + design effects + error

where design effects include blocks and covariates. The observed response is inevitably interpreted as having a normal distribution and analysis of variance (ANOVA), regression, and analysis of covariance are presented as the primary methods of analysis. In contemporary statistics, such models are collectively referred to as linear models. In simple cases, a binomial distribution is considered for the response variable leading to logit analysis and logistic regression. Occasionally probit analysis is considered as well.

In contrast, consider what the contemporary researcher actually faces. Table 1–1 shows the types of observed response variables and explanatory model components that researchers are likely to encounter. Note that “conventional” statistical methodology taught in introductory statistics courses and widely considered as “standard statistical analysis” in agricultural research and journal publication is confined to the first row and occasionally the second row in the table. Obviously, the range of methods considered “standard” is woefully inadequate given the range of possibilities now faced by contemporary researchers.

This inadequacy has a threefold impact on potential advances in agricultural and applied research. First, it limits the types of analyses that researchers (and journal editors) will consider, resulting in cases where “standard methods” are a mismatch between the observed response and an explanatory model. Second, it limits researchers’ imaginations when planning studies, for example through a lack of awareness of alternative types of response variables that contemporary statistical methods can handle. Finally, it limits the efficiency of experiments in that traditional designs, while optimized for normal distribution based ANOVA
and regression, often are not well suited to the majority of the response variable–explanatory model combinations in Table 1–1.

Two major advances in statistical theory and methodology that occurred in the last half of the 20th century were the development of linear mixed models and generalized linear models. Mixed models incorporate random effects and correlated errors; that is, they deal with all four columns of explanatory model components in Table 1–1. Generalized linear models accommodate a large class of probability distributions of the response; that is, they deal with the response variable column in the table. The combination of mixed and generalized linear models, namely generalized linear mixed models, addresses the entire range of options for the response variable and explanatory model components (i.e., with all 20 combinations in Table 1–1). Generalized linear mixed models represent the primary focus of this book.

### 1.3 HISTORICAL DEVELOPMENT

Seal (1967) traced the origin of fixed effects models back to the development of least squares by Legendre in 1806 and Gauss in 1809, both in the context of problems in astronomy. It is less well known that the origin of random effects models can be ascribed to astronomy problems as well. Scheffé (1956) attributed early use

---

**TABLE 1–1.** Statistical model scenarios corresponding to combinations of types of observed responses and explanatory model components.

<table>
<thead>
<tr>
<th>Type of response variable</th>
<th>Examples of distributions</th>
<th>Categorical</th>
<th>Continuous</th>
<th>Random effects</th>
<th>Correlated errors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Continuous, unbounded values, symmetric</td>
<td>normal</td>
<td>ANOVA†‡§¶</td>
<td>regression †‡¶</td>
<td>split plot ANOVA†¶</td>
<td>–¶</td>
</tr>
<tr>
<td>Categorical</td>
<td>binomial, multinomial</td>
<td>logit analysis §¶</td>
<td>logistic regression §¶</td>
<td>–¶</td>
<td>–¶</td>
</tr>
<tr>
<td>Count</td>
<td>Poisson, negative binomial</td>
<td>log-linear model §¶</td>
<td>Poisson regression §¶</td>
<td>–¶</td>
<td>–¶</td>
</tr>
<tr>
<td>Continuous, non-negative values</td>
<td>lognormal, gamma, beta</td>
<td>–§¶</td>
<td>–¶</td>
<td>–¶</td>
<td>–¶</td>
</tr>
<tr>
<td>Time to event</td>
<td>exponential, gamma, geometric</td>
<td>–¶</td>
<td>–¶</td>
<td>–¶</td>
<td>–¶</td>
</tr>
</tbody>
</table>

† Linear model scenarios are limited to the first two cells in the first row of the table.
‡ Linear mixed model scenarios are limited to first row of the table.
§ Generalized linear model scenarios are limited to first two columns of the table.
¶ Generalized linear mixed model scenarios cover all cells shown in the table.
of random effects to Airy in an 1861 publication. It was not until nearly 60 years later that Fisher (1918) formally introduced the terms variance and analysis of variance and utilized random effects models.

Fisher’s 1935 first edition of The Design of Experiments implicitly discusses mixed models (Fisher, 1935). Scheffé (1956) attributed the first explicit expression of a mixed model equation to Jackson (1939). Yates (1940) developed methods to recover inter-block information in block designs that are equivalent to mixed model analysis with random blocks. Eisenhart (1947) formally identified random, fixed, and mixed models. Henderson (1953) was the first to explicitly use mixed model methodology for animal genetics studies. Harville (1976, 1977) published the formal overall theory of mixed models.

Although analyses of special cases of non-normally distributed responses such as probit analysis (Bliss, 1935) and logit analysis (Berkson, 1944) existed in the context of bioassays, standard statistical methods textbooks such as Steel et al. (1997) and Snedecor and Cochran (1989) dealt with the general problem of non-normality through the use of transformations. The ultimate purpose of transformations such as the logarithm, arcsine, and square root was to enable the researcher to obtain approximate analyses using the standard normal theory methods. Box and Cox (1964) proposed a general class of transformations that include the above as special cases. They too have been applied to allow use of normal theory methods.

Nelder and Wedderburn (1972) articulated a comprehensive theory of linear models with non-normally distributed response variables. They assumed that the response distribution belonged to the exponential family. This family of probability distributions contains a diverse set of discrete and continuous distributions, including all of those listed in Table 1–1. The models were referred to as generalized linear models (not to be confused with general linear models which has been used in reference to normally distributed responses only). Using the concept of quasi-likelihood, Wedderburn (1974) extended applicability of generalized linear models to certain situations where the distribution cannot be specified exactly. In these cases, if the observations are independent or uncorrelated and the form of the mean/variance ratio can be specified, it is possible to fit the model and obtain results similar to those which would have been obtained if the distribution had been known. The monograph by McCullagh and Nelder (1989) brought generalized linear models to the attention of the broader statistical community and with it, the beginning of research on the addition of random effects to these models—the development of generalized linear mixed models.

By 1992 the conceptual development of linear models through and including generalized linear mixed models had been accomplished, but the computational capabilities lagged. The first usable software for generalized linear models appeared in the mid 1980s, the first software for linear mixed models in the 1990s, and the first truly usable software for generalized linear mixed models appeared in the mid 2000s. Typically there is a 5- to 10-year lag between the introduction of the software and the complete appreciation of the practical aspects of data analyses using these models.
1.4 OBJECTIVES OF THIS BOOK

Our purpose in writing this book is to lead practitioners gently through the basic concepts and currently available methods needed to analyze data that can be modeled as a generalized linear mixed model. These concepts and methods require a change in mindset from normal theory linear models that will be elaborated on at various points in the following chapters. As with all new methodology, there is a learning curve associated with this material and it is important that the theory be understood at least at some intuitive level. We assume that the reader is familiar with the corresponding standard techniques for normally distributed responses and has some experience using these methods with statistical software such as SAS (SAS Institute, Cary, NC) or R (CRAN, www.r-project.org [verified 27 Sept. 2011]). While it is necessary to use matrix language in some places, we have attempted to keep the mathematical level as accessible as possible for the reader. We believe that readers who find the mathematics too difficult will still find much of this book useful. Numerical examples have been included throughout to illustrate the concepts. The emphasis in these examples is on illustration of the methodology and not on subject matter results.

Chapter 2 presents background on the exponential family of probability distributions and the likelihood based statistical inference methods used in the analysis of generalized linear mixed models. Chapter 3 introduces generalized linear models containing only fixed effects. Random effects and the corresponding mixed models having normally distributed responses are the subjects of Chapter 4. Chapter 5 begins the discussion of generalized linear mixed models. In Chapter 6, detailed analyses of two more complex examples are presented. Finally we turn to design issues in Chapter 7, where our purpose is to provide examples of a methodology that allows the researcher to plan studies involving generalized linear mixed models that directly address his/her primary objectives efficiently. Chapter 8 contains final remarks.

This book represents a first effort to describe the analysis of generalized linear mixed models in the context of applications in the agricultural sciences. We are still in that early period following the introduction of software capable of fitting these models, and there are some unresolved issues concerning various aspects of working with these methods. As examples are introduced in the following chapters, we will note some of the issues that a data analyst is likely to encounter and will provide advice as to the best current thoughts on how to handle them. One recurring theme that readers will notice, especially in Chapter 5, is that computing software defaults often must be overridden. With increased capability comes increased complexity. It is unrealistic to expect one-size-fits-all defaults for generalized linear mixed model software. As these situations arise in this book, we will explain what to do and why. The benefit for the additional effort is more accurate analysis and higher quality information per research dollar.
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2.1 INTRODUCTION

This chapter provides background material necessary for an understanding of generalized linear mixed models. It includes a description of the exponential family of probability distributions and several other commonly used distributions in generalized linear models. An important characteristic that distinguishes a non-normal distribution in this family from the normal distribution is that its variance is a function of its mean. As a consequence, these models have heteroscedastic variance structures because the variance changes as the mean changes. A familiar example of this is the binomial distribution based on \( n \) independent trials, each having success probability \( p \). The mean is \( \mu = np \), and the variance is \( np(1 - p) = \mu(1 - \mu/n) \).

The method of least squares has been commonly used as the basis for estimation and statistical inference in linear models where the response is normally distributed. As an estimation method, least squares is a mathematical method for minimizing the sum of squared errors that does not depend on the probability distribution of the response. While suitable for fixed effects models with normally distributed data, least squares does not generalize well to models with random effects, non-normal data, or both. Likelihood based procedures provide an alternative approach that incorporates the probability distribution of the response into parameter estimation as well as inference. Inference for mixed and generalized linear models is based on a likelihood approach described in Sections 2.4 through 2.7.

The basic concepts of fixed and random effects and the formulation of mixed models are reviewed in Sections 2.8 through 2.10. The final section of this chapter discusses available software.

2.2 DISTRIBUTIONS USED IN GENERALIZED LINEAR MODELING

Probability distributions that can be written in the form

\[
    f(y | \nu, \phi) = \exp \left[ \frac{t(y)\eta(\nu) - A(\nu)}{a(\phi)} + h(y, \phi) \right]
\]
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are said to be members of the exponential family of distributions. The function 
\( f(y \mid v, \phi) \) is the probability distribution of the response variable \( Y \) given \( v \) and \( \phi \),
the location and scale parameters, respectively. The functions \( t(\cdot), \eta(\cdot), A(\cdot), a(\cdot), \)
and \( h(\cdot) \) depend on either the data, the parameters or both as indicated. The quantity \( \eta(v) \) is known as the natural parameter or canonical form of the parameter. As
will be seen in Chapter 3, the canonical parameter \( \theta = \eta(v) \) plays an important role
in generalized linear models. The mean and variance of the random variable \( Y \)
can be shown to be a function of the parameter \( v \) and hence, of \( \theta \). As a result, for
members of the one parameter exponential family, the probability distribution of
\( Y \) determines both the canonical form of the parameter and the form of the variance
as a function of \( v \).

**EXAMPLE 2.1**
The binomial distribution is usually written as
\[
\begin{align*}
  f(y \mid \pi) &= P(Y = y \mid \pi) = \binom{n}{y} \pi^y (1 - \pi)^{n-y},
\end{align*}
\]
where \( y = 0, \ldots, n \). Assuming that \( n \) is known, the distribution has one parameter \( \pi \)
(= \( v \)). Rewriting this probability in exponential family form, we have
\[
\begin{align*}
  f(y \mid \pi) &= \exp\left\{ \log f(y \mid \pi) \right\} = \exp\left\{ y \log \left( \frac{\pi}{1 - \pi} \right) + n \log(1 - \pi) + \log \binom{n}{y} \right\}
\end{align*}
\]
where we identify \( t(y) = y, \quad \eta(\pi) = \log \left( \frac{\pi}{1 - \pi} \right), \quad A(\pi) = -n \log(1 - \pi), \quad \text{and} \)
\( h(y) = \log \binom{n}{y} \) in the general form. Here log is the natural logarithm. For the binomial
distribution, \( \phi = 1 \), so that \( a(\phi) = 1 \). The canonical parameter
\[
\theta = \eta(\pi) = \log \left( \frac{\pi}{1 - \pi} \right)
\]
is often referred to as the logit of \( \pi \). ■

The scale parameter \( \phi \) is either a fixed and known positive constant (usually
1) or a parameter that must be estimated. Except for the normal distribution, the
scale parameter does not correspond to the variance of \( Y \). When \( \phi \) is known, the
family is referred to as a one parameter exponential family. An example of a one-
parameter exponential family is the binomial distribution with parameters \( n \), the
sample size or number of trials, and \( \pi \), the probability of a success. In this case, \( \phi = 1 \), and \( n \) is typically known. When \( \phi \) is unknown, the family is referred to as a two
parameter exponential family. An example of a two parameter exponential family is the normal distribution where, for generalized linear model purposes, \( \nu \) is the mean and \( \phi \) is the variance. Another example of a two parameter distribution is the gamma distribution where \( \nu \) is the mean and \( \phi \nu^2 \) is the variance. Note that for the normal distribution the mean and variance are distinct parameters, but for the gamma distribution the variance depends on both the mean and the scale parameters. Other distributions in which the variance depends on both the mean and scale parameters include the beta and negative binomial distributions (Section 2.3).

**EXAMPLE 2.2**

The normal distribution with mean \( \mu \) and variance \( \sigma^2 \) is usually written as

\[
f(y \mid \mu, \sigma^2) = \frac{1}{\sqrt{2\pi\sigma^2}} \exp\left(-\frac{1}{2\sigma^2}(y - \mu)^2\right)
\]

where \( y \) is any real number. Assuming that both \( \mu \) and \( \sigma^2 \) are unknown parameters, \( \nu = \mu \) and \( \phi = \sigma^2 \). Rewriting \( f(y \mid \mu, \sigma^2) \) in exponential family form, we have

\[
f(y \mid \mu, \sigma^2) = \exp\left[-\log\left(\frac{\sqrt{2\pi\sigma^2}}{\phi}\right)-\frac{1}{2\phi}y^2 + \frac{1}{\phi^2}y\mu - \frac{1}{2\phi^{3/2}}\mu^2\right]
\]

and we identify \( t(y) = y \), \( \eta(\mu) = \mu \), \( a(\sigma^2) = \sigma^2 \), \( A(\mu) = \mu^2/2 \), and

\[
h(y, \sigma^2) = -\log\left(\frac{\sqrt{2\pi\sigma^2}}{\phi}\right) - y^2/\left(2\sigma^2\right)
\]

Table 2–1 contains a list of probability distributions belonging to the exponential family that are commonly used in generalized linear models. In addition to the exponential family of distributions, several other probability distributions are available for generalized linear modeling. These include the negative binomial, the non-central \( t \), and the multinomial distributions (Table 2–2). If \( \delta \) is known, the negative binomial belongs to the one parameter exponential family. The multinomial distribution generalizes the binomial distribution to more than two mutually exclusive and exhaustive categories. The categories can be either nominal (unordered) or ordinal (ordered or ranked).
TABLE 2.1. Examples of probability distributions that belong to the exponential family. All distributions, except for the log-normal distribution, have been parameterized such that \( \mu = \text{E}(Y) \) is the mean of the random variable \( Y \). For the log-normal distribution, the distribution of \( Z = \log(Y) \) is normally distributed with mean \( \mu_Z = \text{E}([\log(Y)] \) and \( \phi = \text{var}([\log(Y)]) \).

| Distribution                  | \( f(y | \mu) \)                                                                 | \( \theta = \eta(\mu) \) | Variance | \( \phi \) |
|------------------------------|--------------------------------------------------------------------------------|---------------------------|----------|-----------|
| Normal \((\mu, \phi)\)       | \( \frac{1}{\sqrt{2\pi \phi}} \exp\left[-\frac{(y-\mu)^2}{2\phi}\right] \) | \( \mu \)               | \( \phi \) | \( \phi > 0 \) |
| Inverse normal \((\mu, \phi)\) | \( \left( \frac{1}{2\pi \phi y^3} \right)^{1/2} \exp\left[-\frac{(y-\mu)^2}{2\phi y^2}\right] \) | \( \frac{1}{\mu^2} \)   | \( 2\phi \mu^3 \) | \( \phi > 0 \) |
| Log-normal \((\mu, \phi)\)   | \( f[\log(Y) | \mu] = \frac{1}{\sqrt{2\pi \phi}} \exp\left[-\frac{[\log(Y) - \mu]^2}{2\phi}\right] \) | \( \mu \)               | \( \phi \) | \( \phi > 0 \) |
| Gamma \((\mu, \phi)\)†       | \( \frac{y^{\phi-1}}{\Gamma(\phi)} \left( \frac{\phi}{\mu} \right)^{\phi} \exp\left[-\frac{\phi y}{\mu}\right] \) | \( \frac{1}{\mu} \)     | \( \phi \mu^2 \) | \( \phi > 0 \) |
| Exponential \((\mu)\)        | \( \frac{1}{\mu} \exp\left[-\frac{y}{\mu}\right] \)                           | \( \frac{1}{\mu} \)     | \( \mu^2 \) | \( \phi = 1 \) |
| Beta \((\mu, \phi)\)†        | \( \frac{\Gamma(\phi)}{\Gamma(\mu \phi) \Gamma((1 - \mu) \phi)} y^{\mu-1} (1 - y)^{(1 - \mu) \phi - 1} \) | \( \log\left(\frac{\mu}{1 - \mu}\right) \) | \( \frac{\mu(1 - \mu)}{(1 + \phi)} \) | \( \phi > 0 \) |
| Binomial \((n, \pi)\)        | \( \binom{n}{y} \left( \frac{\mu}{n} \right)^y \left( 1 - \frac{\mu}{n} \right)^{n-y} \) | \( \log\left(\frac{n \mu}{n - \mu} \right) \) | \( \frac{\mu(1 - \mu)}{n(1 + \phi)} \) | \( \phi = 1 \) |
| Geometric \((\mu, \phi)\)    | \( \left( \frac{\mu}{1 + \mu} \right)^y \left( \frac{1}{1 + \mu} \right) \)   | \( \log(\mu) \)         | \( \mu + \mu^2 \) | \( \phi = 1 \) |
| Poisson \((\mu)\)‡           | \( \frac{\mu^y e^{-\mu}}{y!} \)                                                | \( \log(\mu) \)         | \( \mu \)         | \( \phi = 1 \) |

† The gamma function \( \Gamma(x) \) equals \((x - 1)!\) when \( x \) is an integer but otherwise equals \( \int_0^\infty t^{x-1} e^{-t} \, dt \).
‡ In the case of an over-dispersed Poisson distribution, the variance of \( Y \) is \( \phi \mu \) where \( \phi > 0 \) and often \( \phi > 1 \).

2.3 DESCRIPTIONS OF THE DISTRIBUTIONS

In this section, each of the non-normal distributions commonly used in generalized linear models is described, and examples of possible applications are given.

BETA

A random variable distributed according to the beta distribution is continuous, taking on values within the range 0 to 1. Its mean is \( \mu \), and its variance, \( \mu(1 - \mu)/(1 + \phi) \), depends on the mean (Table 2–1). The beta distribution is useful for modeling proportions that are observed on a continuous scale in the interval (0, 1). The distribution is very flexible and, depending on the values of the parameters \( \mu \) and \( \phi \),
can take on shapes ranging from a unimodal, symmetric, or skewed distribution to a distribution with practically all of the density near the extreme values (Fig. 2–1).
Examples of the use of the beta distribution include modeling the proportion of the area in a quadrat covered in a noxious weed and modeling organic carbon as a proportion of the total carbon in a sample.

**POISSON**

A Poisson random variable is discrete, taking on non-negative integer values with both mean and variance \( \mu \) (Table 2–1). It is a common distribution for counts per experimental unit, for example, the number of seeds produced per parent plant or the number of economically important insects per square meter of field. The distribution often arises in spatial settings when a field or other region is divided into equal sized plots and the number of events per unit area is measured. If the process generating the events distributes those events at random over the study region with negligible probability of multiple events occurring at the same location, then the number of events per plot is said to be Poisson distributed.

In many applications, the criterion of random distribution of events may not hold. For example, if weed seeds are dispersed by wind, their distribution may not be random in space. In cases of non-random spatial distribution, a possible alternative is to augment the variance of the Poisson distribution with a multiplicative parameter. The resulting “distribution” has mean \( \mu \) and variance \( \phi \mu \), where \( \phi > 0 \) and \( \phi \neq 1 \) but no longer satisfies the definition of a Poisson distribution. The word “distribution” appears in quotes because it is not a probability distribution but rather a quasi-likelihood (Section 2.5). It allows for events to be distributed somewhat evenly (under-dispersed, \( \phi < 1 \)) over the study region or clustered spatially (over-dispersed, \( \phi > 1 \)). When over-dispersion is pronounced, a preferred alternative to the scale parameter augmented Poisson quasi-likelihood is the negative binomial distribution that explicitly includes a scale parameter.

**BINOMIAL**

A random variable distributed according to the binomial distribution is discrete, taking on integer values between 0 and \( n \), where \( n \) is a positive integer. Its mean is \( \mu \) and its variance is \( \mu(1 - (\mu/n)) \) (Table 2–1). It is the classic distribution for the number of successes in \( n \) independent trials with only two possible outcomes, usually labeled as success or failure. The parameter \( n \) is known and chosen before the experiment. In experiments with \( n = 1 \) the random variable is said to have a Bernoulli or binary distribution.

Examples of the use of the binomial distribution include modeling the number of field plots (out of \( n \) plots) in which a weed species was found and modeling the number of soil samples (out of \( n \) samples) in which total phosphorus concentration exceeded some prespecified level. It is not uncommon for the objectives in binomial applications to be phrased in terms of the probability or proportion of successes (e.g., the probability of a plot containing the weed species).

In some applications where the binomial distribution is used, one or more of the underlying assumptions are not satisfied. For example, there may be spatial correlation among field plots in which the presence or absence of a weed species
was being recorded. In these cases, over-dispersion issues similar to those for the Poisson may arise.

**NEGATIVE BINOMIAL**

A negative binomial random variable is discrete, taking on non-negative integer values with mean $\mu$ and variance $\mu + \mu^2/\delta$, where $\delta (\delta > 0)$ plays the role of the scale parameter (Table 2–2). The negative binomial distribution is similar to the Poisson distribution in that it is a distribution for count data, but it explicitly incorporates a variance that is larger than its mean. As a result, it is more flexible and can accommodate more distributional shapes than the Poisson distribution.

Like the Poisson, the negative binomial is commonly used for counts in spatial settings especially when the events tend to cluster in space, since such clustering leads to high variability between plots. For example, counts of insects in randomly selected square-meter plots in a field will be highly variable if the insect outbreaks tend to be localized within the field.

The geometric distribution is a special case of the negative binomial where $\delta = 1$ (Table 2–1). In addition to modeling counts, the geometric distribution can be used to model the number of Bernoulli trials that must be conducted before a trial results in a success.

**GAMMA**

A random variable distributed according to a gamma distribution is continuous and non-negative with mean $\mu$ and variance $\phi \mu^2$ (Table 2–1). The gamma distribution is flexible and can accommodate many distributional shapes depending on the values of $\mu$ and $\phi$. It is commonly used for non-negative and skewed response variables having constant coefficient of variation and when the usual alternative, a log-normal distribution, is ill-fitting.

The gamma distribution is often used to model time to occurrence of an event. For example, the time between rainfalls > 2.5 cm (>1 inch) per hour during a growing season or the time between planting and first appearance of a disease in a crop might be modeled as a gamma distributed random variable. In addition to time to event applications, the gamma distribution has been used to model total monthly rainfall and the steady-state abundance of laboratory flour beetle populations.

The exponential distribution is a special case of the gamma distribution where $\phi = 1$ (Table 2–1). The exponential distribution can be used to model the time interval between events when the number of events has a Poisson distribution.

**LOG-NORMAL**

A log-normal distributed random variable $Y$ is a continuous, non-negative random variable for which the transformed variable $Z = \log(Y)$ is normally distributed with mean $\mu_Z$ and variance $\phi$ (Table 2–1). The untransformed variable $Y$ has mean $\mu_Y = \exp(\mu_Z + \phi/2)$ and variance $\text{var}(Y) = \exp(-\phi)\exp(\mu_Z + \phi/2)^2$. It is a common distribution for random variables $Y$ which are continuous, non-negative, and skewed to the right but their transformed values $Z = \log(Y)$ appear to be normally distributed.
In addition, since the mean and variance of $Y$ depend on the mean of $\log(Y)$, the variance of the untransformed variable $Y$ increases with an increase in the mean.

The log-normal distribution can provide more realistic representations than the normal distribution for characteristics such as height, weight, and density, especially in situations where the restriction to positive values tends to create skewness in the data. It has been used to model the distribution of particle sizes in naturally occurring aggregates (e.g., sand particle sizes in soil), the average number of parasites per host, the germination of seed from certain plant species that are stimulated by red light or inhibited by far red light, and the hydraulic conductivity of soil samples over an arid region.

**INVERSE NORMAL**

An inverse normal random variable (also known as an inverse Gaussian) is continuous and non-negative with mean $\mu$ and variance $\phi \nu^2$. Like the gamma distribution, the inverse normal distribution is commonly used to model time to an event but with a variance larger than a gamma distributed random variable with the same mean.

**NON-CENTRAL t**

A non-central $t$ distributed random variable is continuous over all real numbers with mean $\mu$ and variance $\nu^2 \left( \frac{(\nu - 2)}{\nu} \right)^2$, where $\nu$ is a known constant, $\nu > 2$ (Table 2–1). The non-central $t$ distribution is very similar in shape to the normal distribution, except that it has heavier tails than the normal distribution. The degree to which the tails are heavier than the normal distribution depends on the parameter $\nu$, commonly known as the degrees of freedom. When $\mu = 0$, the distribution is referred to as a central $t$ or simply a $t$ distribution.

The $t$ distribution would be used as an alternative for the normal distribution when the data are believed to have a symmetric, unimodal shape but with a larger probability of extreme observations (heavier tails) than would be expected for a normal distribution. As a result of having heavier tails, data from a $t$ distribution often appear to have more outliers than would be expected if the data had come from a normal distribution.

**MULTINOMIAL**

The multinomial distribution is a generalization of the binomial distribution where the outcome of each of $n$ independent trials is classified into one of $k > 2$ mutually exclusive and exhaustive categories (Table 2–2). These categories may be nominal or ordinal. The response is a vector of random variables $[Y_1, Y_2, \ldots, Y_k]'$, where $Y_i$ is the number of observations falling in the $i$th category and the $Y_i$ sum to the number of trials $n$. The mean and variance of each of the $Y_i$ are the same as for a binomially distributed random variable with parameters $n$ and $\pi_i$, where the $\pi_i$ sum to one and the covariance between $Y_i$ and $Y_j$ is given by $-n \pi_i \pi_j$.

The multinomial has been used to model soil classes that are on a nominal scale. It can also be used to model visual ratings such as disease severity or herbicide injury in a crop on a scale of one to nine. A multinomial distribution might
also be used when \( n \) soil samples are graded with respect to the degree of infestation of nematodes into one of five categories ranging from none to severe.

### 2.4 Likelihood Based Approach to Estimation

There are several approaches to estimating the unknown parameters of an assumed probability distribution. Although the method of least squares has been the most commonly used method for linear models where the response is normally distributed, the method has proven to be problematic for other distributions. An alternative approach to estimation that has been widely used is based on the likelihood concept.

Suppose that \( Y \) is a random variable having a probability distribution \( f(y \mid \theta) \) that depends on an unknown parameter(s) \( \theta \). Let \( Y_1, Y_2, \ldots, Y_n \) be a random sample from the distribution of \( Y \). Because the \( Y \) values are independent, their joint distribution is given by the product of their individual distributions; that is,

\[
\prod_{i=1}^{n} f(y_i \mid \theta) = f(y_1 \mid \theta)f(y_2 \mid \theta) \cdots f(y_n \mid \theta)
\]

For a discrete random variable, the joint distribution is the probability of observing the sample \( y_1, y_2, \ldots, y_n \) for a given value of \( \theta \). When thought of as a function of \( \theta \) given the observed sample, the joint distribution is called the likelihood function and is usually denoted by \( L(\theta \mid y_1, y_2, \ldots, y_n) \). From this viewpoint, an intuitively reasonable estimator of \( \theta \) would be the value of \( \theta \) that gives the maximum probability of having generated the observed sample compared to all other possible values of \( \theta \). This estimated value of \( \theta \) is called the maximum likelihood estimate (MLE).

Assuming the functional form for the distribution of \( Y \) is known, finding maximum likelihood estimators is an optimization problem. Differential calculus techniques provide a general approach to the solution. In some cases, an analytical solution is possible; in others, iterative numerical algorithms must be employed. Since a non-negative function and its natural logarithm are maximized at the same values of the independent variable, it is often more convenient algebraically to find the maximum of the natural logarithm of the likelihood function.

**Example 2.3**

Suppose that \( Y \) has a binomial distribution with parameters \( m \) and \( \pi \). For a random sample of \( n \) observations from this distribution, the likelihood function is given by

\[
L(\pi \mid y_1, y_2, \ldots, y_n) = \prod_{i=1}^{n} \binom{m}{y_i} \pi^{y_i} (1 - \pi)^{m-y_i}
\]

The natural logarithm of the likelihood is
Differentiating $\log L(\pi | y_1, y_2, \ldots, y_n)$ with respect to $\pi$ and setting the derivative equal to zero leads to

$$
\left( \sum_{i=1}^{n} y_i \right) \left( \frac{1}{\pi} \right) - \left( mn - \sum_{i=1}^{n} y_i \right) \left( \frac{1}{1-\pi} \right) = 0
$$

Solving for $\pi$ yields the estimator

$$
p = \frac{1}{mn} \sum_{i=1}^{n} y_i
$$

Since the second derivative is negative, $p$ maximizes the log-likelihood function. Hence, the sample proportion based on the entire sample is the maximum likelihood estimator of $\pi$. ■

When $Y$ is a continuous random variable, there are technical difficulties with the intuitive idea of maximizing a probability because, strictly speaking, the joint distribution (or probability density function) is no longer a probability. Despite this difference, the likelihood function can still be thought of as a measure of how “likely” a value of $\theta$ is to have produced the observed $Y$ values.

**EXAMPLE 2.4**

Suppose that $Y$ has a normal distribution with unknown mean $\mu$ and variance $\sigma^2$ so that $\theta = [\mu, \sigma^2]$ is the vector containing both unknown parameters. For a random sample of size $n$, the likelihood function is given by

$$
L(\theta | y_1, y_2, \ldots, y_n) = \prod_{i=1}^{n} \frac{1}{\sqrt{2\pi\sigma^2}} \exp \left[ -\frac{1}{2\sigma^2} (y_i - \mu)^2 \right]
$$

and the log-likelihood is

$$
\log L(\theta | y_1, y_2, \ldots, y_n) = -n \log(\sqrt{2\pi}) - n \log(\sigma^2) - \frac{1}{2\sigma^2} \sum_{i=1}^{n} (y_i - \mu)^2
$$

Taking partial derivatives with respect to $\mu$ and $\sigma^2$, setting them equal to zero, and solving the resulting equations yields the estimators

$$
\hat{\mu} = \bar{y} \text{ and } \hat{\sigma}^2 = \frac{1}{n} \sum_{i=1}^{n} (y_i - \bar{y})^2
$$
Using the second partial derivatives, one can verify that these are the maximum likelihood estimators of \( \mu \) and \( \sigma^2 \). Note that \( \hat{\sigma}^2 \) is not the usual estimator found in introductory textbooks where \( 1/n \) is replaced by \( 1/(n-1) \). We will return to this issue in Example 2.7 and in a more general context in Section 2.5.

**EXAMPLE 2.5**

Suppose that \( Y \) has a gamma distribution with mean \( \mu \) and scale parameter \( \phi \), so that \( \theta' = [\mu, \phi] \). For a random sample of size \( n \), the likelihood function is given by

\[
L(\theta | y_1, y_2, \ldots, y_n) = \prod_{i=1}^{n} \frac{1}{\Gamma(\phi)} \left( \frac{\phi}{\mu} \right)^{\phi} y_i^{\phi-1} \exp \left( -\frac{\phi y_i}{\mu} \right)
\]

and the log-likelihood is

\[
\log L(\theta | y_1, y_2, \ldots, y_n) = -n \log \Gamma(\phi) + n\phi \log \left( \frac{\phi}{\mu} \right) + (\phi - 1) \sum_{i=1}^{n} \log(y_i) - \frac{\phi}{\mu} \sum_{i=1}^{n} y_i
\]

Because of the presence of the gamma function \( \Gamma(\phi) \) in the distribution, no simple closed form solution for the maximum likelihood estimator of \( \phi \) exists. Iterative numerical methods must be used to obtain it.

Maximum likelihood estimators have the property that if \( \hat{\theta} \) is an MLE of \( \theta \) and \( h(\theta) \) is a one-to-one function (i.e., \( h(\theta_1) = h(\theta_2) \) if and only if \( \theta_1 = \theta_2 \)), then the maximum likelihood estimator of \( h(\theta) \) is \( \hat{h}(\theta) \). That is, the maximum likelihood estimator of a function of \( \theta \) can be obtained by substituting \( \hat{\theta} \) into the function. This result simplifies the estimation for parameters of interest derived from the basic parameters that define the distribution of \( Y \).

**EXAMPLE 2.6**

In Example 2.3 the sample proportion \( p \) was shown to be the maximum likelihood estimator of \( \pi \). Hence, the maximum likelihood estimator of the logit

\[
\eta(\pi) = \log \left( \frac{\pi}{1 - \pi} \right)
\]

is given by

\[
\hat{\eta}(p) = \log \left( \frac{p}{1 - p} \right)
\]

In addition to being intuitively appealing, maximum likelihood estimators have many desirable theoretical properties. Under mild conditions, the method of maximum likelihood usually yields estimators that are consistent, asymptotically unbiased and efficient, and asymptotically normally distributed. For models with normally distributed data, likelihood based procedures can be shown to be equivalent to the more familiar least squares and analysis of variance based methods. For generalized and mixed models, likelihood based inference depends on
asymptotic properties whose small sample behavior (like those typically found in
much agricultural research) varies depending on the design and model being fit. As with any set of statistical procedures, there is no one-size-fits-all approach for maximum likelihood. More detailed discussions of these properties can be found in Pawitan (2001) and Casella and Berger (2002). When well-known estimation or inference issues that users should be aware of arise in examples in subsequent chapters, they will be noted and discussed in that context.

**EXAMPLE 2.7**

In Example 2.4, the maximum likelihood estimator of the variance of the normal distribution, $\sigma^2$, was shown to be

$$
\hat{\sigma}^2 = \frac{1}{n} \sum_{i=1}^{n} (y_i - \bar{y})^2
$$

Recall that an estimator is unbiased if its mean (or expected value) is the parameter being estimated; that is, on average, the estimator gives the true value of the parameter. For $\hat{\sigma}^2$, the expected value is

$$
E[\hat{\sigma}^2] = \left(1 - \frac{1}{n}\right)\sigma^2
$$

That is, the maximum likelihood estimator is a biased estimator of $\sigma^2$ with a bias of $-1/n$. For small sample sizes, the bias can be substantial. For example, for $n = 10$, the bias is 10% of the true value of $\sigma^2$. The negative bias indicates that the variance is underestimated, and hence, standard errors that use the estimator are too small. This leads to confidence intervals that tend to be too short, $t$ and $F$ statistics that tend to be too large, and, in general, results that appear to be more significant than they really are.

Note that the usual sample variance estimator taught in introductory statistical methods courses, namely,

$$
S^2 = \frac{1}{n-1} \sum_{i=1}^{n} (y_i - \bar{y})^2 = \left(\frac{n}{n-1}\right)\hat{\sigma}^2
$$

has the expected value $E[S^2] = \sigma^2$; it is an unbiased estimator of $\sigma^2$. A common explanation given for the use of the denominator $n-1$ instead of $n$ is that one needs to account for having to estimate the unknown mean. ■

**2.5 VARIATIONS ON MAXIMUM LIKELIHOOD ESTIMATION**

The concept of accounting for estimation of the mean when estimating the variance leads to a modification of maximum likelihood called residual maximum likelihood (REML). Some authors use the term restricted maximum likelihood as well. In Example 2.7, define the residuals $Z_i = Y_i - \bar{Y}$. The $Z_i$’s have mean zero and
variance proportional to $\sigma^2$. Hence, they can be used to estimate $\sigma^2$ independently of the estimate of $\mu$. Applying maximum likelihood techniques to the $Z$’s yields the REML estimator $S^2$ of $\sigma^2$; that is, the usual sample variance is a REML estimator.

In the context of linear mixed models, residual maximum likelihood uses linear combinations of the data that do not involve the fixed effects to estimate the random effect parameters. As a result, the variance component estimates associated with the random effects are independent of the fixed effects while at the same time taking into account their estimates. Details concerning the implementation of residual maximum likelihood can be found in Littell et al. (2006), Schabenberger and Pearce (2002), and McCulloch et al. (2008). For linear mixed models with normally distributed data, REML estimates are used almost exclusively because of the severe bias associated with maximum likelihood estimates for sample sizes typical of much agricultural research. For mixed models with non-normal data, REML is technically undefined because the existence of the residual likelihood requires independent mean and residuals, a condition only satisfied under normality. However, REML-like computing algorithms are used for variance-covariance estimation in non-normal mixed models when linearization (e.g., pseudo-likelihood) methods are used. Section 2.7 contains additional discussion of this issue.

For certain generalized linear models, the mean–variance relationship required for adequately modeling the data does not correspond to the mean–variance relationship of any member of the exponential family. Common examples include over-dispersion and repeated measures. Wedderburn (1974) developed the concept of quasi-likelihood as an extension of generalized linear model maximum likelihood to situations in which a model for the mean and the variance as a function of the mean can be specified. In addition, the observations must be independent. Quasi-likelihood is defined as a function whose derivative with respect to the mean equals the difference between the observation and its mean divided by its variance. As such the quasi-likelihood function has properties similar to those of a log-likelihood function. Wedderburn showed that the quasi-likelihood and the log-likelihood were identical if and only if the distribution of $Y$ belonged to the exponential family. In general, quasi-likelihood functions are maximized using the same techniques used for maximum likelihood estimation. Details concerning the implementation of quasi-likelihood can be found in McCullagh and Nelder (1989) and McCulloch et al. (2008).

### 2.6 LIKELIHOOD BASED APPROACH TO HYPOTHESIS TESTING

Recall that we have a random sample $Y_1, Y_2, \ldots, Y_n$ from a random variable $Y$ having a probability distribution $f(y | \theta)$ that depends on an unknown parameter(s) $\theta$. When testing hypotheses concerning $\theta$, the null hypothesis $H_0$ places restrictions on the possible values of $\theta$. The most common type of alternative hypothesis $H_1$ in linear models allows $\theta$ its full range of possible values.
The likelihood function \( L(\theta \mid y_1, y_2, \ldots, y_n) \) can be maximized under the restrictions in \( H_0 \) as well as in general. Letting \( L(\hat{\theta}_0) \) and \( L(\hat{\theta}_1) \) represent the maximum values of the likelihood under \( H_0 \) and \( H_1 \), respectively, the likelihood ratio
\[
\lambda = \frac{L(\hat{\theta}_0)}{L(\hat{\theta}_1)}
\]
can be used as a test statistic. Intuitively, if \( L(\hat{\theta}_1) \) is large compared to \( L(\hat{\theta}_0) \), then the value of \( \theta \) that most likely produced the observed sample would not satisfy the restriction placed on \( \theta \) by \( H_0 \) and, hence, would lead to rejection of \( H_0 \). The test procedure based on the ratio of the maximum values of the likelihood under each hypothesis is called a likelihood ratio test.

**Example 2.8**

Suppose that \( Y \) has a normal distribution with unknown mean \( \mu \) and unknown variance \( \sigma^2 \) so that \( \theta' = [\mu, \sigma^2] \). Consider a test of the hypotheses

\[
H_0: \mu = \mu_0 \text{ and } \sigma^2 > 0 \quad \text{versus} \quad H_1: \mu \neq \mu_0 \text{ and } \sigma^2 > 0
\]

where \( \mu_0 \) is a specified value. In the more familiar version of these hypotheses, only the mean appears since neither hypothesis places any restrictions on the variance. The reader may recognize this as a one sample \( t \) test problem. Here we consider the likelihood ratio test.

Under \( H_0 \), the mean is \( \mu_0 \) so that the only parameter to be estimated is the variance \( \sigma^2 \). The maximum likelihood estimator of \( \sigma^2 \) given that the mean is \( \mu_0 \) can be shown to be
\[
\hat{\sigma}_0^2 = \frac{1}{n} \sum_{i=1}^{n} (y_i - \mu_0)^2
\]

Under \( H_1 \), from Example 2.4 the maximum likelihood estimators are
\[
\hat{\mu} = \overline{y} \quad \text{and} \quad \hat{\sigma}_1^2 = \frac{1}{n} \sum_{i=1}^{n} (y_i - \overline{y})^2
\]

Substituting these estimators into the appropriate likelihoods, after some algebra the likelihood ratio reduces to
\[
\lambda = \left[ \frac{\sum_i (y_i - \mu_0)^2}{\sum_i (y_i - \overline{y})^2} \right]^{n/2}
\]

It can be shown that
\[
\frac{\sum_i (y_i - \mu_0)^2}{\sum_i (y_i - \overline{y})^2} = 1 + \frac{n(\overline{y} - \mu_0)^2}{\sum_i (y_i - \overline{y})^2} = 1 + \frac{n(\overline{y} - \mu_0)^2}{(n-1)S^2}
\]
Note that the second term in the last expression is, up to a factor of \( n - 1 \), the square of the t statistic. Hence, the likelihood ratio test is equivalent to the usual one sample t test for testing the mean of a normal distribution.

In Example 2.8 an exact distribution of the likelihood ratio statistic was readily determined. This is the case for all analysis of variance based tests for normally distributed data. When the exact distribution of the statistic is unknown or intractable for finite sample sizes, likelihood ratio tests are usually performed using \(-2\log(\lambda)\) as the test statistic, where \( \log \) is the natural logarithm. For generalized linear models, we use the result that the asymptotic distribution of \(-2\log(\lambda)\) is chi-squared with \( v \) degrees of freedom, where \( v \) is the difference between the number of unconstrained parameters in the null and alternative hypotheses. Practically speaking, \(-2\log(\lambda)\) having an asymptotic chi-squared distribution means that, for sufficiently large sample sizes, approximate critical values for \(-2\log(\lambda)\) can be obtained from the chi-squared table. The accuracy of the approximation and the necessary sample size are problem dependent.

For one parameter problems, \( \frac{(\hat{\theta} - \theta)/\sqrt{\text{var}_{\infty}(\hat{\theta})}}{\text{var}_{\infty}(\hat{\theta})} \) is asymptotically normally distributed with mean zero and variance one, where \( \hat{\theta} \) is the maximum likelihood estimator of \( \theta \) and \( \text{var}_{\infty}(\hat{\theta}) \) is the asymptotic variance of \( \hat{\theta} \). For normally distributed data, the asymptotic variance is often referred to as the “known variance.” Because the square of a standard normal random variable is a chi-square, it follows that

\[
W = \left( \frac{\hat{\theta} - \theta}{\sqrt{\text{var}_{\infty}(\hat{\theta})}} \right)^2
\]

asymptotically has a chi-squared distribution with one degree of freedom. \( W \) is known as the Wald statistic and provides an alternative test procedure to the likelihood ratio test. More generally, for a vector of parameters \( \theta \), the Wald statistic is given by

\[
W = \left( \frac{\hat{\theta} - \theta}{\sqrt{\text{cov}_{\infty}(\hat{\theta})}} \right)\left[ \text{cov}_{\infty}(\hat{\theta}) \right]^{-1} (\hat{\theta} - \theta)
\]

where \( \text{cov}_{\infty}(\hat{\theta}) \) is the asymptotic covariance matrix of \( \hat{\theta} \). \( W \) has the same asymptotic chi-squared distribution as the likelihood ratio test.

**EXAMPLE 2.9**

Consider the one factor normal theory analysis of variance problem with \( K \) treatments and, for simplicity, \( n \) observations per treatment. The mean of the \( i \)th treatment can be expressed as \( \mu_i = \mu + \tau_i \), subject to the restriction \( \tau_1 + \ldots + \tau_K = 0 \). The parameter \( \mu \) is interpreted as the overall mean and the treatment effect \( \tau_i \) as the deviation of the \( i \)th treatment mean from the overall mean. The initial hypothesis of equal treatment means is equivalent to

\[
H_0: \tau_1 = \ldots = \tau_K = 0 \text{ versus } H_1: \text{not all } \tau_i \text{ are zero.}
\]
The likelihood ratio statistic for testing $H_0$ is given by

$$
\lambda = \left( \frac{\text{SSE}}{\text{SSE} + \text{SSTrt}} \right)^{Kn/2}
$$

where SSTrt is the usual treatment sum of squares and SSE is the error sum of squares. We can rewrite $\lambda$ as

$$
\lambda = \left( \frac{1}{1 + \frac{\text{SSTrt}}{\text{SSE}}} \right)^{Kn/2} = \left[ \frac{1}{1 + \frac{(K-1)F}{K(n-1)}} \right]^{Kn/2}
$$

where $F = \text{MSTrt}/\text{MSE}$ has an F distribution with $K-1$ and $K(n-1)$ degrees of freedom. Hence, the usual F-test in the analysis of variance is equivalent to the likelihood ratio test.

Because the maximum likelihood estimator of $\tau_i$ is the difference between the $i$th sample mean and the grand mean, it can be shown that the Wald statistic is given by

$$
W = \frac{\text{SSTrt}}{\sigma^2}
$$

where $\sigma^2$ is the common variance. Replacing $\sigma^2$ by its estimator MSE yields a test statistic for $H_0'$; that is,

$$
W = \frac{\text{SSTrt}}{\text{MSE}}
$$

Note that $W$ divided by the degrees of freedom associated with its numerator is the F statistic. This Wald statistic–F statistic relationship for the one factor problem will recur throughout generalized linear mixed models.

### 2.7 COMPUTATIONAL ISSUES

Parameter estimation and computation of test statistics increase in complexity as the models become more elaborate. From a computational viewpoint, linear models can be divided into four groups.

- **Linear models (normally distributed response with only fixed effects):** For parameter estimation, closed-form solutions to the likelihood equations exist and are equivalent to least squares. Exact formulas can be written for test statistics.
- **Generalized linear models (non-normally distributed response with only fixed effects):** The exact form of the likelihood can be written explicitly, as can the exact form of the estimating equations (derivatives of the likelihood). Solving the estimating equations to obtain parameter
estimates usually requires an iterative procedure. Likelihood ratio or Wald statistics can be computed for statistical inference.

- **Linear mixed models (normally distributed response with both fixed and random effects):** The exact form of the likelihood can be written explicitly as can the exact form of the estimating equations. There are two sets of estimating equations, one for estimating the model effects, commonly referred to as the mixed model equations and another for estimating the variance and covariance components. Solving the mixed model equations yields maximum likelihood estimates. These can be shown to be equivalent to generalized least squares estimates. The estimating equations for the variance and covariance are based on the residual likelihood; solving them yields REML estimates. Iteration is required to solve both sets of equations. Inferential statistics are typically approximate F or approximate t statistics. These can be motivated as Wald or likelihood ratio statistics, since they are equivalent for linear mixed models.

- **Generalized linear mixed models (non-normally distributed response with both fixed and random effects):** The likelihood is the product of the likelihood for the data given the random effects and the likelihood for the random effects, with the random effects then integrated out. Except for normally distributed data, the resulting marginal likelihood is intractable, and as a result, the exact form of the estimating equations cannot be written explicitly. Numerical methods such as those described below must be used. In theory, likelihood ratio statistics can be obtained. In practice, they are computationally prohibitive. Inference typically uses Wald statistics or approximate F statistics based on the Wald statistic.

Numerical techniques for finding MLEs and standard errors can be divided into two groups, linearization techniques and integral approximations. As the name implies, linearization uses a linear approximation to the log-likelihood, e.g., using a Taylor series approximation. This gives rise to a pseudo-variate that is then treated as the response variable of a linear mixed model for computational purposes. The mixed model estimating equations with suitable adjustments for the pseudo-variable and the associated estimating equations for variance and covariance components are solved. As with the linear mixed and generalized linear models, the solution process is iterative. Variations of linearization include pseudo-likelihood (Wolfinger and O’Connell, 1993) and penalized quasi-likelihood (Breslow and Clayton, 1993). The estimating equations for linear, linear mixed, and generalized linear models described above are all special cases of pseudo-likelihood.

The second group of techniques is based on integral approximations to the log-likelihood. This group includes the Laplace and Gauss–Hermite quadrature methods, Monte Carlo integration, and Markov chain Monte Carlo. The choice of a particular numerical method is problem dependent and will be discussed in the context of the various numerical examples in Chapter 5.
The most serious practical issue for iterative estimation procedures is convergence. Convergence is rarely a problem for generalized linear models and linear mixed models containing only variance components or at most simple covariance structures. However, as model complexity increases, the chance of encountering a convergence issue increases. The science and art of resolving convergence issues is an essential part of working with generalized and mixed models. Some convergence problems can be corrected easily by using different starting values or by increasing the number of iterations allowed before failure to converge is declared. In other cases, using a different algorithm may lead to convergence. Non-convergence may also result from ill-conditioned data; that is, data with very small or very large values or data ranging over several orders of magnitude. In these cases, a change of scale may eliminate the problem. Non-convergence also can result when there are fewer observations than parameters in the model being fit. This is especially possible for models having a large number of covariance parameters. Such problems require fitting a simpler model. In generalized linear mixed models non-convergence may be due to a “flat” likelihood function near the optimum. In extreme cases, it may be necessary to relax the convergence criterion to obtain a solution, although this should be considered a last resort.

2.8 FIXED, RANDOM, AND MIXED MODELS

Factors included in a statistical model of an experiment are classified as either fixed or random effects. Fixed factors or fixed effects are those in which the factor levels or treatments represent all of the levels about which inference is to be made. Fixed effects levels are deliberately chosen and are the same levels that would be used if the experiment were to be repeated. This definition applies to quantitative factors as well as qualitative effects; that is, in regression and analysis of covariance, the ranges of the observed values of the independent variables or covariates define the entire region to which inferences will apply. In contrast, random factors or random effects are those for which the factor levels in the experiment are considered to be samples from a larger population of possible factor levels. Ideally random effects levels are randomly sampled from the population of levels, and the same levels would not necessarily be included if the experiment were to be repeated. As a consequence of these definitions, fixed effects determine a model for the mean of the response variable and random effects determine a model for the variance.

Since the levels of a random factor are a sample (ideally random) from some population of possible factor levels and that population has an associated probability distribution, the random effects will also have a probability distribution. In general, it is assumed that the distribution of the random factor has a mean of zero and some unknown variance. For the mixed models discussed in this book, we further assume that random effects have normal distributions. In contrast, the factor levels of a fixed effect are a set of unknown constants.

In a given model an effect must be defined as either fixed or random. It cannot be both. However, there are certain types of effects that defy a one-size-fits-all
categorization. Whether an effect is classified as fixed or random depends on how the factor levels were selected and the objectives of the experiment. For example, in a field experiment conducted at several locations, if the locations represent different crop growing regions and it is of interest to determine which of several cultivars are best suited for each region, then location would treated as a fixed effect. Inference would focus on differences among the location means. Moreover, inference is restricted to only those locations included in the experiment and cannot be extended to other locations. On the other hand, if the experiment included multiple locations to broaden the range of environmental conditions (e.g., weather, soil) under which the mean yields of the cultivars were being compared, then locations would be a random effect and inference would focus on the variability among locations. Treating locations as a random effect allows us to broaden inference to encompass the entire population of locations, not just those locations used in the experiment.

Usually fixed effects focus on the mean response and random effects focus on the variance. However, in the random location example, it may still be of interest to predict the yield of a particular cultivar at a particular location. In mixed models, this can be accomplished using best linear unbiased prediction (BLUP) that incorporates the random effects into the estimation of the mean for a particular location.

The model for a particular experiment is called a fixed effects model if all of the factors are fixed. A random effects model is one containing only random factors except for an intercept which is an unknown constant. If the model contains at least one fixed and at least one random effect, it is called a mixed model. In the early analysis of variance literature, fixed and random effects models were often referred to as model I and model II, respectively (Eisenhart, 1947).

Under the usual set of statistical assumptions for fixed effects models, the observed responses are assumed to be independent. However, this is not the case for random and mixed models. In these types of models, the random effects impose a correlation structure on the observations. For example, in a randomized complete block design with a fixed treatment factor and a random blocking effect, observations taken within the same block are correlated. Hence, analysis of data from experiments based on mixed models must take the correlation structure into account.

2.9 THE DESIGN–ANALYSIS OF VARIANCE–GENERALIZED LINEAR MIXED MODEL CONNECTION

The analysis of variance is arguably the fundamental tool for analyzing agronomic research data. Properly understood, analysis of variance (ANOVA) can be a valuable aid for understanding how to set up and work with generalized linear mixed models. Improperly understood, it can be a severe impediment to meaningful understanding of generalized linear mixed models and their role in agronomic research. Understanding the interconnections among ANOVA, design, and modeling is crucial for working effectively with generalized linear mixed models.

The analysis of variance was introduced by R.A. Fisher (Fisher and Mackenzie, 1923) in an article entitled “Studies in Crop Variation II: The Manorial Response of Different Potato Varieties.” Once analysis of variance appeared, statistical scientists
began attempts to place it in the framework of linear statistical models with varying degrees of success. Unfortunately, some of their lesser efforts still plague modern statistical practice in the experimental sciences. Speed (2010) described the uneasy relationship between statistical modeling and ANOVA, citing Fisher’s remarks in the discussion accompanying Yates (1935). In those comments, Fisher (1935) described two aspects of the design of an experiment—topographical factors and treatment effects. Fisher used the word “topographical” because he was referring specifically to field experiments, but the term can be understood more broadly as the design structure that gives rise to all sources of variation in the observed data other than the treatments. Modern terminology refers to Fisher’s topographical factors as the experiment design or design structure. Regardless of the terminology, the concept is important because, above all, a statistical model is a description, in mathematical and probabilistic terms, of the design and treatment factors and associated random variation giving rise to the observed data. Effective statistical modeling begins by asking “What would Fisher do?” and understanding his approach. Consider the following example as an illustration.

**EXAMPLE 2.10**

Suppose a field experiment is to be conducted to evaluate seed from two varieties of a certain crop using a randomized complete block design with 10 blocks. Data on several variables for each variety were taken according to the experiment’s protocol. A schematic diagram of the experiment is shown in Table 2–3. In practice, we would randomize the order of the varieties within each block and follow any additional requirements of the design protocol. The schematic diagram serves mainly to show the essential design and treatment structures of the experiment.

The design structure for this experiment consists of the blocks and the two plots, one per variety, shown in Table 2–4. The sources of variation associated with the design structure are the variation among blocks and the variation between plots within each block (Table 2–5). The treatment structure is a single fixed factor consisting of the set of the two varieties. The associated source of variation is the variety effect with one degree of freedom. Integrating the design and
treatment structures yields the ANOVA table shown in Table 2–6. Note that the one degree of freedom for varieties is taken from the degrees of freedom for plots within blocks (the experimental unit to which varieties were randomly assigned), leaving nine degrees of freedom for plots after accounting for varieties. It is important to understand that when Fisher conceived ANOVA, the state of the art in statistical computing was little more than pencil and paper. Given this limitation, the practical way to assess the statistical significance of variety effects was to compare variation attributable to varieties as measured by MS(Variety) to naturally occurring variation associated with plots within blocks as measured by MS(WithinBlocks), more commonly referred to as MS(Error) or MS(Residual).

Up to this point, the analysis can be performed without reference to a statistical model. Proceeding further requires a statistical model. One well-known model assumes independent, normally distributed observations on each plot. The end result is an F-test using the ratio MS(Variety)/MS(WithinBlocks). What if one or both of these model assumptions is not true? For example, what if the response variable is binomial? Suppose in each plot we observe 100 plants of each variety and ask how many plants out of the 100 have a certain characteristic; for example, how many show evidence of damage from an insect pest or disease? This is where following Fisher’s approach of identifying the experiment’s processes becomes essential.

We begin by considering only the design structure processes.

- Design process 1: Variation among blocks. Let $b_i$ denote the effect of the $i$th block, $i = 1, \ldots, 10$.
- Design process 2: Variation among plots within a block. Let $y_{ij}$ denote the observation on the $j$th plot within the $i$th block, $i = 1, \ldots, 10, j = 1, 2$. Note that this is an observation on the plot, not an effect, because the plot is the unit on which the data are collected.

At this point, we specify any probability assumptions. If the blocks form a sample from a larger population that just as well could have consisted of any 10 blocks from this population (i.e., if blocks effects are random), then there is a probability distribution associated with the block effect. Linear mixed models and, in this book, generalized linear mixed models assume that the $b_i$ are independent and normally distributed with mean zero and variance $\sigma^2_B$. 

| Table 2–5. Sources of variation and degrees of freedom (df) for the design structure in Example 2.10. |
|--------------------------------------------------|---|
| **Source of variation** | **df** |
| Blocks | 9 |
| Plots within blocks | 10 |
| Total | 19 |

| Table 2–6. ANOVA table containing sources of variation and degrees of freedom (df) for the integrated design and treatment structures in Example 2.10. |
|--------------------------------------------------|---|
| **Source of variation** | **df** |
| Blocks | 9 |
| Varieties | 1 |
| Plots within blocks given varieties | 9 |
| Total | 19 |
Observations on plots within blocks must be treated as random variables. Formally, in mixed model theory, each observation is conditional on the random effect level from which the observation arises. Denote this by $y_{ij} | b_i$ (the vertical bar is read as “given”). The conditional distribution has a conditional mean $\mu_{ij} | b_i$ and variance $\sigma^2_W$. If the conditional distribution of $y_{ij}$ is normal, then we can express the conditional distribution of the observations as $y_{ij} | b_i \sim \text{independent } N(\mu_{ij} | b_i, \sigma^2_W)$. Statistical modeling begins at this point.

Modeling consists of two steps:

- Decide on an equation that describes how the sources of variation affect $\mu_{ij}$.
- Decide whether the mechanism described by this equation affects the mean $\mu_{ij}$ directly or indirectly; e.g., through the canonical parameter of the distribution.

For the normal distribution the natural or canonical parameter is the mean, and the decomposition is $\mu_{ij} | b_i = \mu + b_i + V_j$, where $\mu$ represents an intercept and $V_j$ represents the effect of the $j$th variety (more generally, treatment). There is a long standing tradition of calling the parameter $\mu$ the overall mean. For generalized linear models, this becomes a dysfunctional habit that is important to break.

Now suppose that the observations are not normally distributed. For example, how do we form a model when the observation is the number of damaged plants out of the 100 plants observed per plot? In this case the distribution of the observations is $y_{ij} | b_i \sim \text{independent } \text{Binomial}(100, \pi_{ij})$, where $\pi_{ij}$ denotes the probability that a plant in the $i$th block containing the $j$th variety shows evidence of damage. We still want to use $\beta_0 + b_i + V_j$ to characterize the block and variety effect on $\pi_{ij}$, where $\mu$ has been replaced by $\beta_0$ to reinforce the distinction between the intercept and the overall mean. There are several reasons not to use this decomposition to directly model $\pi_{ij}$, the most important being that if we do fit a model $\pi_{ij} = \beta_0 + b_i + V_j$ it is possible to obtain nonsensical estimates of the probability $\pi_{ij}$ that are less than zero or greater than one. A better choice is to model the logit; i.e., $\log[\pi_{ij} / (1 - \pi_{ij})]$, which is the canonical parameter for the binomial distribution (Example 2.1). The resulting model is written as $\eta_{ij} = \log[\pi_{ij} / (1 - \pi_{ij})] = \beta_0 + b_i + V_j$. In generalized linear model terminology, $\eta_{ij}$ is called the link function and $\beta_0 + b_i + V_j$ is called the linear predictor. [Box]

Two important facts emerge from Example 2.10. First, the models for both the normal and binomial distributions use the same linear predictor, in this example, $\beta_0 + b_i + V_j$. Relating this to Table 2–6, the predictor is the additive list of the effects in the ANOVA, excluding the last line of the table. The last line refers to the unit of observation. How that line is incorporated into the model depends on the assumed probability distribution of the observations.

Second, for the normal distribution, when we estimate the effects in the linear predictor, we have an estimate of the mean $\mu_{ij} = \beta_0 + b_i + V_j$ but no information about the variance $\sigma^2_W$. We use the last line of the table to estimate this variance; i.e., $\sigma^2_W = \text{MS(WithinBlocks)}$. This is where the tradition of referring to the last line of the ANOVA table as residual or error originates. It also means that we cannot include a block × treatment interaction in the linear predictor because it is confounded
with the residual term required to estimate $\sigma^2_w$. In contrast, for the binomial distribution estimates of the model effects can be used to obtain an estimate of $\pi_{ij} = 1/[1 + \exp[-(b_0 + b_i + V_j)]]$. Since the variance for a binomial is $\pi_{ij}(1 - \pi_{ij})$, estimating $\pi_{ij}$ allows us to estimate the variance as well. There is no separate $\sigma^2_w$, and hence, no separate estimate is required. This fundamentally changes the role of the last line of the ANOVA table. It is not residual and must not be thought of that way. Therefore, it is possible, and desirable in certain circumstances, to include a block \times treatment interaction in the generalized linear model for the binomial. This point is not unique to the binomial and will resurface in several examples in Chapters 3 and 5.

Depending on the assumptions made by the researcher, we can distinguish among the four major types of linear models discussed in this book. These are shown in Table 2–7. An example of a normally distributed response would be the average seed weight of the 100 seeds. The proportion of seeds that germinated under a specified set of conditions may follow a binomial distribution, representing an example of a non-normally distributed response.

Example 2.10 illustrates the essential components of a linear model. They are:

- The conditional distribution of the response variable, $Y$, given the random effects embedded in the design process,
- The distribution of the random effects, often assumed to be normally distributed with mean zero and possibly with some general covariance structure,
- A link function applied to the conditional mean of the response variable,
- A linear predictor as a function of the design and treatment effects that is fit to the link function.

Working through the analysis of variance thought process of identifying design and treatment structures from first principles as Fisher envisioned them provides a coherent approach for constructing generalized linear mixed models. Example 2.10 illustrates that the four required components of the model arise naturally when working through this process.

Finally, a word of caution is in order. Textbooks dealing only with normally distributed observations typically give model equations containing an error term. For example, the model for Example 2.10 would be given as $y_{ij} = \mu + b_i + V_j + e_{ij}$. Writing a

<table>
<thead>
<tr>
<th>Distribution of observations</th>
<th>Example of the conditional distribution</th>
<th>Fixed</th>
<th>Random (usually normally distributed)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>$y_{ij} \sim N(\mu_{ij}, \sigma^2_w)$</td>
<td>Linear model</td>
<td>Linear mixed model</td>
</tr>
<tr>
<td>Non-normal</td>
<td>$y_{ij} \sim \text{Binomial}(100, \pi_{ij})$</td>
<td>Generalized linear model</td>
<td>Generalized linear mixed model</td>
</tr>
</tbody>
</table>

**Table 2–7.** Types of linear models that may arise in the context of Example 2.10.
model in this way is only valid if the conditional distribution of the observations is normal and the link function is the identity function. Otherwise, as will be seen in subsequent chapters, the equations do not make sense. On the other hand, specifying a model using the essential elements above is valid for any linear model.

2.10 CONDITIONAL VERSUS MARGINAL MODELS

A distinction that arises in mixed models that does not occur in fixed effects models concerns conditional and marginal modeling. Models given by the four essential components listed in the previous section specify the conditional model—the name is derived from the fact that the distribution of the observations is specified conditionally on the random effects. Marginal models are an alternative way of specifying mixed models. As the name implies, they are specified in terms of the marginal distribution of the observations. The linear predictor of a marginal model contains only the fixed effects. The random effects are not modeled explicitly but their impact on variation is embedded in the covariance structure of the model.

For normally distributed data (linear mixed models), the distinction is more technical than consequential. Marginal models are useful for the analysis of repeated measures and as a way of accounting for negative variance component estimates. Chapter 4 contains examples illustrating conditional and marginal linear mixed models. For non-normally distributed data (generalized linear mixed models), the conditional versus marginal distinction is far more consequential because marginal models for non-normal data actually target different parameters than those we understand as we work through the model construction process described in the previous section.

Marginal models are usually called GEE-type models. The term GEE came from generalized estimating equation theory (Zeger and Liang, 1986; Liang and Zeger, 1986). Technically the term generalized linear mixed models (GLMM) refers only to conditional models. Chapter 5 begins with an illustration of the difference between conditional GLMMs and marginal GEE-type models. Other examples in Chapter 5 provide additional perspective.

2.11 SOFTWARE

Many statistical software packages can be used to analyze data from designed experiments. Only two of these, SAS (SAS Institute, Cary, NC) and R, will be described here. In our opinion, they represent the most widely used software packages in the applied statistics and agricultural sciences research communities in the United States.

The impetus for the creation of SAS came from a project in the 1970s sponsored by the Southern Region Agricultural Experiment Station directors to create a computer program to analyze data from designed experiments (Littell, 2011). Before 1990, the GLM procedure was the primary SAS tool for analyzing linear models with normally distributed responses. GLM was initially written for fixed effects models with the random statement added later to allow for random and
mixed models. However, the fixed effect architecture of GLM severely limits the kinds of mixed models that can be accommodated and even with these models, its mixed model adjustments are limited. In the early 1990s, the MIXED procedure was introduced to make the full range of modeling options available for normally distributed response variables. It made the first row of Table 1–1 (normally distributed data) available to researchers and provided major improvements in both the ease and accuracy of the analysis of split plot, incomplete block, repeated measures, and spatial data for normally distributed responses.

The GENMOD procedure was introduced shortly after MIXED. This procedure made the full range of generalized linear model options available for data with fixed continuous or categorical explanatory variables as well as certain types of repeated measures and split plot analyses. However, GENMOD and MIXED together still left large portions of Table 1–1 inaccessible to researchers.

The recently introduced GLIMMIX procedure implements generalized linear mixed models. For a large range of distributions, it can address every explanatory model-response variable type combination in Table 1–1 under a common framework and a common syntax. This syntax is virtually identical to the syntax used by previous SAS procedures including GLM, MIXED, and GENMOD and thus is already familiar to most users.

R is a programming language for statistical computing and graphics that was designed in the early 1990s by R. Ihaka and R. Gentleman. Current developments and contributions are managed by the R Development Core Team. R is available for free as part of the GNU project. An initial installation includes a core set of packages, each containing functions to carry out specific tasks. In addition, a large number of user contributed packages on a wide variety of topics are available through the Comprehensive R Archive Network (CRAN). User contributed packages can address very specific analyses of interest to the contributor. For linear mixed models and generalized linear mixed models there are both fairly general as well as more narrowly focused packages. This collection of packages only loosely overlaps what is available in SAS. In cases where a SAS procedure may not be able to fit a model, there may be a suitable package available in R.

Linear mixed models with normally distributed responses and correlated error structures can be fit using the function lme in the R package nlme. This package also contains a function nlme that fits nonlinear mixed models. Several other packages are useful in special cases.

There are a number of packages in R that can fit various generalized linear models. The function glm in the package stats will fit linear models with binomial, gamma, normal, inverse normal, and Poisson responses. The function glm.nb in the package MASS allows for negative binomial distributed responses. The package biglm can be used for generalized linear regression with very large data sets. The functions loglin and loglm in the package MASS fit log-linear models with binomial, multinomial, and Poisson responses.

The package MASS contains the function glmmPQL, which fits a generalized linear mixed model with multivariate normal random effects and most of the response distributions found in SAS GLIMMIX. This function uses penalized
quasi-likelihood. The function \texttt{lmer} in the package \textit{lme4} will also fit generalized linear mixed models using either a Laplace or Gauss–Hermite approximation to the log-likelihood and has easier to use syntax than \texttt{glmmPQL}. However, it does not produce F-tests and \textit{p}-values. These must be calculated separately within R or elsewhere by the user. Alternatively, one can obtain confidence intervals on parameter estimates from their posterior distributions (created using Markov chain Monte Carlo methods) using the \texttt{mcmcsamp} function in the \textit{lme4} package. The model estimation method used by \texttt{lmer} does not allow for modeling correlation at the individual observation level. Modeling correlation at the individual observation level requires a penalized quasi-likelihood approach. The function \texttt{glmm.admb} in the package \textit{glmmADMB} fits generalized linear mixed models for binomial, Poisson, and negative binomial distributed responses with Laplace approximation as the default algorithm for likelihood estimation. The package \textit{glmmML} can be used to fit binomial and Poisson responses with fixed covariates and random intercepts. The \texttt{repeated} package contains approximately 20 functions for fitting specialized generalized linear mixed models, many containing repeated measures.

In addition to the abovementioned packages and functions, there are a number of other R packages that fit various generalized linear mixed models using other numerical techniques. There are also packages within R that take a Bayesian approach to model fitting and estimation.

In this book, we use SAS exclusively and within SAS, almost all of the examples use PROC GLIMMIX. Readers are cautioned that the computational issues discussed in Section 2.7 still remain with this procedure as well as with any of the R packages. Blind acceptance of the default options of a procedure is not recommended and may lead to completely unreasonable results. Boykin et al. (2011) demonstrated the issues that arise when options are used that are not appropriate for the problem at hand. Examples in Chapters 4 and 5 contain specific examples of overrides of defaults essential to complete an appropriate analysis.
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