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ABSTRACT. Characterizing the infiltration and hydraulic resistance process is critical to the use of modeling tools for the hydraulic analysis of surface irrigation systems. Because these processes are still not well understood, various formulations are currently used to represent them. A software component has been developed for estimation of the parameters of infiltration and hydraulic resistance models. Infiltration computations rely on volume balance analysis. The software provides flexibility for defining the estimation problem with various data configurations. The procedure works with various infiltration and resistance formulations. Given the inherent inaccuracies of volume balance analysis, the software provides tools for identifying and correcting some of those inaccuracies. Computational tests are provided to illustrate the capabilities and limitations of the proposed procedures.
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WinSRFR is a software package for the hydraulic analysis of irrigation systems that offers simulation, event analysis, design, and operational analysis functionalities (Bautista et al., 2009a). The event analysis component is used to estimate infiltration parameters and evaluate the performance of irrigation systems from field-measured data. Currently, the software offers two estimation procedures, a modified version of the post-irrigation volume balance method (PIVB) (Merriam and Keller, 1978), and the two-point method (Elliott and Walker, 1982), each with its own specific data requirements. These options are limited considering the various combinations of data that can be collected during an irrigation evaluation. An additional limitation is that these procedures cannot be used to estimate parameters for all infiltration models offered by WinSRFR or to estimate the hydraulic resistance parameter. Hence, a new estimation option has been developed and will be made available with WinSRFR 5. This article describes that component.

OBJECTIVES AND DESCRIPTION

The primary objective of this development is to provide greater flexibility in formulating a parameter estimation problem and therefore in defining a field evaluation strategy. The evaluation strategy defines the irrigation outputs measured in the field, which are limited to surface flow variables: advance times, recession times, flow depths with distance and time, and runoff rate in the case of free-draining systems. For routine applications, these measurements can be costly and/or difficult to obtain. Hence, methods that use limited measurements, such as the two-point method, are relatively popular. However, numerous studies have shown that the reliability of estimation results depends on the type and quality of data provided and whether those data represent the entire irrigation event or only a portion of it (e.g., Katopodes, 1990; Gillies and Smith, 2005; Walker, 2005). It should be clear then that any estimation or evaluation strategy needs to consider the tradeoffs between the minimum data needed to properly evaluate the infiltration and hydraulic resistance characteristics of an irrigation system under the particular field conditions, and the costs of obtaining such information. A flexible estimation approach may encourage users to focus their measurement effort on irrigation outputs that provide the most information about the processes of interest.

The development of micro-electronic sensors will make the problem of collecting essential data less challenging and costly in the near future. Thus, the expectation is that the collection of more data, in particular flow depth hydrographs, will become more common and that software applications that can handle those data will be required. At the same time, field evaluations will not always produce all of the desired data. Measurement devices, e.g., flumes for measurement of runoff, may be difficult to install under...
particular field conditions, or equipment may be damaged or lost in the field. Considering those possibilities, the estimation strategy needs to be adaptable and make the best use of the available data.

A second objective is to expand the selection of infiltration models that can be used in parameter estimation. Parameter estimation procedures in WinSRFR 4 apply only to empirical models, where infiltration is assumed dependent on opportunity time only, and not all of the empirical infiltration modeling options offered by the software are supported. Those procedures do not support the estimation of parameters for models in which infiltration depends on the time and space variable flow depth, such as the Green-Ampt model (Green and Ampt, 1911). The new estimation component supports these flow-depth dependent infiltration formulations and the estimation of hydraulic resistance.

Estimation methods based on volume balance have inherent inaccuracies that users often fail to understand. Those inaccuracies can lead to poor results. The alternative is to solve the estimation problem using unsteady flow equations in combination with optimization techniques. In principle, these methods require less effort by the user. However, they are computationally intensive, can fail to converge or converge to a non-optimal solution and, in those cases, provide few options to the user to adjust the analysis. With proper feedback and guidance, volume balance techniques can always yield a reasonable solution. Hence, a final objective of this development is provide mechanisms for improving the volume balance analysis, and ultimately improving the reliability of results.

The new system provides a consolidated volume-balance based estimation option, compatible with the data sets used by the PIVB and two-point options. The system is supported by unsteady flow simulation, which is used to test the estimates derived from volume balance and guide the needed adjustments to those estimates. Because the development of the system began as an effort to incorporate the EVALUE estimation methodology (Strelkoff et al., 1999) into WinSRFR and enhance that approach, the new estimation component is identified as the EVALUE option in WinSRFR 5.

Estimation of Infiltration Parameters by Volume Balance

Volume balance analysis determines the infiltrated volume $V_z$ [L$^3$] at selected times $t_i$ as the residual of the inflow, surface, and runoff volumes ($V_{in}$, $V_s$, and $V_{ro}$, respectively), each with dimensions [L$^3$]:

$$V_z(t_i) = V_{in}(t_i) - V_s(t_i) - V_{ro}(t_i)$$  \hspace{1cm} (1)

The parameters $\alpha_1$, $\alpha_2$, ..., $\alpha_n$ of the selected infiltration model are found by matching this residual, calculated at one or more times, with predicted values $\hat{V}_z$ found by integrating the infiltration profile:

$$\hat{V}_z^{*}(t_i) = \int_{0}^{x_i} A_z(y, x, \alpha_1, \alpha_2, ..., \alpha_n) \, dx$$  \hspace{1cm} (2)

The upper bound of the integral is the stream length (i.e., the advance distance) $x_i$ [L], where $x_i \leq L_z$, the field length [L]. In the general case, $A_z$ [L$^{-3}$/L] is a function of the time and space dependent flow depths, but volume balance analyses typically assume that it is a function only of intake opportunity time, as will be discussed later. In general, the volume balance estimation problem can then be described as the problem of minimizing the sums-of-squares objective function:

$$OF = \sum_{t_i=1}^{T} \left( V_z - V_z^{*} \right)^2$$  \hspace{1cm} (3)

The times $t_i$ at which both equations 1 and 2 can be applied depend on the available data and hydraulic considerations. Hence, volume balance calculation times are determined by the software using a set of rules. Those rules also prevent the analysis from executing if the data present inconsistencies or do not meet certain requirements. In those cases, the user still has the option to use those data for validation purposes, but they have to be excluded from the volume balance analysis. As an example, an evaluation may yield a set of flow depth measurements that may be insufficient for surface volume calculations but that still may be adequate for examining hydraulic resistance. The user then has to state that flow depth data are available but will not be used for volume balance calculations.

Surface Volumes

A key difficulty in volume balance analyses is determining the surface volume. Typically, those calculations use hydraulic relationships to estimate the depth profile as a function of distance. Integration of the depth profile yields $V_s$. Alternatively, the depth profile can be determined from measured surface depth hydrographs. Details are provided next.

Estimated Surface Volumes

Surface volumes are estimated as:

$$V_s = A_{s0} \sigma_y x_A$$  \hspace{1cm} (4)

where $A_{s0}$ [L$^2$] is the upstream flow area, which is a function of the upstream flow depth $y_0$ [L], $\sigma_y$ a shape factor [\text{.}], and $x_A$ was previously defined. A typical approach for solving equation 4 is by letting $y_0 = y_{in}$, the normal depth calculated at the average inflow rate, and $\sigma_y = 0.77$, but this can lead to large estimation errors under a wide range of conditions (Bautista et al., 2012a). The EVALUE component uses a combination of analytical procedures and simulation results to compute $V_s$.

Valiantzas (1993) proposed procedures for calculating $y_0$ and $\sigma_y$ by assuming that the flow depth profile $y(x)$ follows a power law:

$$y(x) = y_0 \left(1 - \frac{x}{x_A}\right)^\beta$$  \hspace{1cm} (5)

where $y_0$ is the upstream depth at time $t_i$, and $\beta$ [\text{.}] is an empirical parameter, which is discussed later. An implicit expression for $y_0$ can be derived by combining equation 5 with a hydraulic resistance equation. When using the Manning (1889) formula, the resulting expression is:
\[ \beta \frac{y_0}{x_A} = S_0 - \left( \frac{Q_m n}{c_u A_{i,0} R_0^{2/3}} \right)^2 \]  

(6)

where \( c_u \) is a unit conversion coefficient (\( = 1.0 \) in SI units), \( R_0 \) is the hydraulic radius [L], which like \( A_{i,0} \) depends on \( y_0 \), and \( n [L^{1/6}] \) is the Manning roughness coefficient. With this expression, \( y_0 \) varies with time as a function of \( x_A \) and \( Q_m \).

Gillies et al. (2007) previously discussed inaccuracies of the volume balance method when inflow rate variations are not accounted for.

With \( y_0 \) known, \( V_y \) can be calculated by combining equation 5 with an expression for the cross-sectional geometry of the channel and integrating over the stream length:

\[ V_y = \int_{0}^{x_A} A_y \{y(x)\} dx \]  

(7)

Equation 7 can then be combined with equation 4 to find \( \sigma_y \) for specific channel geometries. In the case of a trapezoidal furrow with bottom width \( B_0 \) and side slopes \( SS \), \( \sigma_y \) is given by:

\[ \sigma_y = \frac{1}{A_0} \left( \frac{y_0 B_0}{\beta + 1} + \frac{y_0^2 SS}{2\beta + 1} \right) \]  

(8)

For a parabolic furrow, the top width as a function of depth is given by:

\[ T = cy^m \]  

(9)

\[ \sigma_y = \frac{1}{\beta(m + 1) + 1} \]  

(10)

In equation 9, \( c \) [L\(^m\)] and \( m \) [\( \)] are empirical parameters. For borders, the result is simply:

\[ \sigma_y = \frac{1}{\beta + 1} \]  

(11)

These calculations apply only when \( Q_m > 0 \), and they need to be modified after the stream has reached the end of the field in free-draining systems (Bautista et al., 2012a). They are inapplicable for post-advance calculations in blocked-end systems, due to backwater effects.

Complicating the use of equations 6, 8, 10, and 11 is that \( \beta \) is not known \textit{a priori} and depends on the unknown infiltration conditions (in addition to stream length, bottom slope, and cross-section) (Bautista et al., 2012a). Under some field conditions, \( \beta \) can be nearly constant (about 0.45); under other conditions, it can vary substantially (as much as 0.1 to 0.6). This problem is resolved by calculating \( y_0 \) and \( \sigma_y \) with the help of unsteady simulation results (Bautista et al., 2012a). The analysis begins with an initial guess for \( \beta \), provided by the software, resulting in an initial set of infiltration parameters. Inadequate estimates for \( \beta \) will result in noticeable volume balance errors \( EV_y \), defined as:

\[ EV_y(t_i) = \frac{V_y(t_i) - V_{y,\text{sim}}(t_i)}{V_{in,\text{sim}}(t_i)} \times 100 \]  

(12)

and consequently disagreements between observations and simulation results. In the previous expression, the superscript \( \text{sim} \) refers to a simulated value. The application computes and displays these errors when verifying the estimated solution. New estimates for \( \beta \) can be extracted from the unsteady simulation results, which can then be used to calculate new volume estimates, and therefore a new infiltration solution. The refinement procedure is handled by the software. Generally, one iteration of this process is needed, as estimates of \( \beta \) are most sensitive to stream length and slope, which are constants for a particular problem.

A bigger challenge with the above-described calculations is that equation 6 depends on the hydraulic resistance parameter that, typically, we are also trying to estimate. The NRCS (USDA-SCS, 1984) has recommended values for the roughness coefficient of the Manning equation, which is widely used to model hydraulic resistance in irrigation, but studies have shown that field-measured \( n \) values can deviate substantially from recommended values (e.g., Etedali et al., 2012). With free-draining systems, recession times depend on the surface storage volume at cutoff time and can be used to adjust the roughness coefficient. Such information is unavailable with blocked-end systems. Even with free-draining systems, volume balance results become increasingly sensitive to the roughness coefficient as the ratio of surface storage to applied volume \( (V_s/V_{in}) \) increases. In extreme cases, inadequate values of the roughness coefficient will produce an anomalous relationship for \( V_s \) versus time that is difficult to fit. However, in general, and depending on the available irrigation measurements, infiltration solutions can be developed using a range of roughness parameter values. It should be clear then that sensitivity analyses are critical when estimating infiltration without independent estimates of the roughness parameter. The application provides outputs that can be used to assess the sensitivity of surface and subsurface volumes to the roughness parameter.

**Surface Volumes Determined from Flow Depth Hydrographs**

This approach requires a set of depth hydrographs measured at more or less regular distance intervals and must include hydrographs for the field boundaries (Strelkoff et al., 1999). The EVALUE component requires a minimum of five depth hydrographs. Depth and water elevation profiles are reconstructed from the depth hydrographs using linear interpolation. Plots of the profiles can be used to identify and correct anomalies in the data. Values of \( V_s \) are computed from these profiles using trapezoidal rule integration. Because the trapezoidal rule assumes that the integrand varies linearly between computational points, flow depths need to be measured at a reasonable number of points along the field, preferably evenly spaced. During advance, integration uses a shape factor \( (\sigma,\text{^\text{shape}}) \) that is applied to the stream tip cell. The tip cell is the region defined by two consecutive advance and flow depth meas-
measurement stations \([x_{i,d-1}, x_{i}]\), where the subindex \(i\) identifies the advance distance at time \(t_i\). The \(\sigma_j^{TV}\) value is calculated using the equations presented in the previous section but adapted to the interval \([x_{i,d-1}, x_{i}]\). Considering the limited accuracy of field-measured flow depths, the sensitivity of \(V_j\) calculations to erroneous values, and the limitations of the trapezoidal rule integration method, a more sophisticated approach for determining \(\sigma_j^{Top}\) is not warranted.

**INTEGRATION OF INFILTRATION PROFILE**

**Infiltration Models**

A brief overview of the infiltration modeling approaches used by the software needs to be provided prior to describing the methods used to integrate the infiltration profile.

Different variations of equation 13, referred to here as the modified Kostiakov equation, are used to model infiltration as a function of opportunity time only (Bautista et al., 2009a; Bautista, 2016):

\[
A_z = W_1[k\Delta t^a + b\Delta t] + W_2c
\]

where \(k\) [L/T], \(a\) [ ], \(b\) [L/T], and \(c\) [L] are empirical parameters (representing the \(\alpha\) parameters in equation 2, while \(W_1\) and \(W_2\) are transverse lengths [L]. The \(k\) and \(a\) parameters represent transient infiltration, \(b\) a steady-state infiltration rate, and \(c\) a fitting parameter when representing the NRCS infiltration families or instantaneous infiltration into soil macropores otherwise.

The transverse length variables are used to represent different assumptions about the infiltration process. When modeling infiltration in borders, where infiltration is essentially one-dimensional, \(W_1 = W_2 = BW\), where \(BW\) is the border width. When modeling furrow infiltration, the transverse length is used to represent three different assumptions about the infiltration process:

**Case 1:** \(W_1 = W_2 = FS\), where \(FS\) is the furrow spacing, applies if infiltration is assumed to be independent of wetted perimeter effects and therefore of flow depth. Use of this option is justified when the resulting infiltration equation is expected to be used under a range of inflows close to the value used during the evaluation, or when there is reason to believe that infiltration rates for a particular soil are insensitive to infiltration flow. Such behavior has been observed in erosive soils, as a result of sediment deposition, and in cracking soils.

**Case 2:** \(W_1 = W_2 = W_{PNRCS}\), where \(W_{PNRCS}\) is the wetted perimeter of the NRCS infiltration model, while the parameters \(k\), \(a\), and \(c\) are those of the NRCS infiltration families \((b = 0)\).

**Case 3:** \(W_1 = WP_0\) and \(W_2 = FS\), where \(WP_0\) is a representative wetted perimeter computed from the average inflow rate. This method for adjusting infiltration with a wetted perimeter is nearly the same as the method used by the revised NRCS infiltration families (Walker et al., 2006) but with the difference that the time-dependent infiltration depends on the wetted perimeter, while macropore infiltration depends on the furrow spacing.

While a wetted perimeter value calculated from the inflow conditions is used to adjust the average infiltration volume per unit length with cases 2 and 3, those methods ignore the effect of water pressure and locally variable wetted perimeter on the infiltration process. Thus, these methods still represent infiltration as a function of opportunity time only at any particular distance. Use of these approaches is justified by studies that have shown that the average infiltration rate over a furrow varies linearly with wetted perimeter (Fangmeier and Ramsey, 1978).

A one-dimensional flow-depth dependent infiltration model, applicable to border and basin irrigation, is the Green-Ampt (GA) equation (Green and Ampt, 1911). That equation can be formulated to account for variable flow depth as follows (Warrick et al., 2005):

\[
z = z_0 + K_s(t-t_0) + \Delta \theta \Delta h \cdot \frac{z + \Delta \theta \Delta h}{z_0 + \Delta \theta \Delta h}
\]

where \(z\) is the infiltrated depth \([L^3/L^2]\), \(z_0\) is the infiltrated depth at time \(t_0\), \(\Delta \theta\) is the difference between the saturated \((\theta_s)\) and initial \((\theta_0)\) water content, \(\Delta h\) is the difference between the water pressure at the soil surface \((h\), expressed as a depth\) and the wetting front pressure head \((h_0\), a negative quantity, expressed as a depth\), and \(K_s\) is the saturated hydraulic conductivity \([L/T]\). Clemmens and Bautista (2009) noted that the Green-Ampt model often fails to model field-measured data during the early stages of the process, likely due to the effect of macropore flow. Hence, those authors suggested adding an instantaneous infiltration component \((c_{GA})\), as in equation 13, to empirically account for macropore infiltration. WinSRFR 5 also uses the Richards equation to represent one-dimensional infiltration, but the EVALUATE component does not support the estimation of those parameters.

Warrick et al. (2007) proposed an approximate furrow infiltration model, which can be written as:

\[
A_z = zWP + \frac{z^2\gamma S_0^2 t}{\Delta \theta}
\]

This equation expresses two-dimensional infiltration as the sum of a one-dimensional infiltration component (represented by the product of \(z\) and the wetted perimeter) and a second component representing the lateral flow of water, whose contribution increases linearly with time. The second term depends on the soil sorptivity \((S_0)\) and an empirical parameter \((\gamma)\), which is soil dependent and has a value close to 1.0. WinSRFR implements this model, modified to account for variable flow depth effects (Bautista et al., 2016), with \(z\) calculated with the Green-Ampt formula and \(S_0\) expressed as a function of the Green-Ampt parameters (Warrick et al., 2007). Macropore infiltration is accounted for empirically. This model is identified in the software as the Warrick–Green-Ampt (WGA) model.

WinSRFR also offers a flow-depth dependent version of the modified Kostiakov equation for furrow infiltration calculations. It is identified in the software as the modified Kostiakov model, with local wetted perimeter. Perea et al. (2003) and Bautista (2016) provided computational details of this formulation and discussed its capabilities in relation to the two-dimensional Richards and WGA models, respectively.
Integration of Infiltration Profile

Numerical integration can be used to approximately solve equation 2 with either opportunity time only or flow-depth dependent infiltration models. In the latter case, numerical integration is the only method that can be used. In the former case, numerical integration is the preferred approach, but it is only used if allowed by the available data and hydraulic conditions. As will be discussed below, analytical solutions to equation 2 are prone to systematic errors under some conditions.

Numerical approximation can only be applied if the available data can be used to determine \(A_t\) at more or less regular distance intervals \(x_k\), including the wetted field boundaries. As with surface volume measurements, at least five measurement stations are required, preferably evenly spaced. Clearly, the number of recommended measurement points depends on field length and other field considerations and needs to be determined case-by-case. The integration is performed again using the trapezoidal rule method, with a shape factor \(\sigma_{zp}^p\) applied to the tip cell:

\[
\sigma_{zp}^p = \frac{1}{1 + a}
\]

where \(a\) is the exponent of equation 13.

Analytical solutions to equation 2 have been developed only for cases where \(A_t\) is a function of opportunity time only. The solution requires the Lewis and Milne (1938) variable transformation:

\[
V_z^*(t) = \int_0^{t_f} A_2(t-t_x) \frac{dx}{dt_x} dt_x
\]

where \(t_f\) is the advance time to a distance \(x\), which can be no greater than \(t_e\), the final advance distance, and \(dx/dt_x\) is the stream advance rate. Solutions have been found for power law infiltration models by representing advance with a power law relationship (Philip and Farrell, 1964):

\[
x_A = pt_x^r
\]

where the parameters \(p\) [L/T] and \(r\) [\_] are determined from advance distance-time measurements. If more than two data pairs are available, these parameters are calculated by the software using non-linear regression.

An expression for \(V_z^*\) as a function of the opportunity time at the upstream end of the field \((t_0)\), the stream length, and subsurface shape factors \(RZ_2\) and \(RZ_3\) is obtained by combining the previous two expressions with equation 13:

\[
V_z^* = V_z^{*pl} = W_1[RZ_2 k t_x^a + RZ_2 b t_x^r] x_A + W_2 c x_A
\]

where the notation \(V_z^{*pl}\) is used to identify predicted infiltration values computed with the power law integral. The shape factor \(RZ_2\) [\_] depends on the exponents \(a\) and \(r\), while \(RZ_3\) [\_] depends on \(r\) only. Different shape factors apply for advance and post-advance calculations (Strelkoff et al., 2009).

Equation 19, or variants of that equation, have been used by numerous authors (e.g., Elliott and Walker, 1982; Scaloppi et al., 1995; Gillies and Smith, 2005). It is reasonably accurate in comparison with unsteady simulation results when the measured advance curve is moderately non-linear, but less accurate when the flow exhibits strong deceleration (Bautista et al., 2012b). The accuracy of equation 19 can be assessed by comparing the following ratios for every volume balance calculation time:

\[
\sigma_{zp}^p(t_f) = \frac{V_z^*}{A_2^{*pl} x_A}
\]

\[
\sigma_{zp}^{sim}(t_f) = \frac{V_z^{sim}}{A_2^{sim} x_A}
\]

Equation 20 is a shape factor that relates the average infiltration area implied by equation 19 to the upstream infiltration area \((A_0)\). Equation 21 is a related shape factor that is computed from simulation results with the estimated infiltration function. The superscript \(sim\) in this expression denotes the use of simulation results. (Note that at any time \(t_f\), \(A_2^{*pl} = A_2^{sim}\) because they are computed using the same infiltration parameters). The \(\sigma_{zp}^p\) value is always a decreasing function of \(x_A\), while \(\sigma_{zp}^{sim}\) eventually increases when the flow is decelerating rapidly (Bautista et al., 2012b). The EVALUATE component computes and displays these shape factors and, as with the calculation of \(V_z^*\), can use the unsteady simulation results to improve the calculation of \(V_z^{*sim}\), specifically by feeding back the shape factors of equation 21 into 20 and using the resulting expression to solve for \(V_z^{*sim}\).

Estimation of Infiltration Function

The basic estimation process consists of selecting an infiltration model and determining the model parameters with equation 3. The analysis is subject to the limitations of the volume balance calculations and of the selected modeling approach. Hence, the estimated function needs to be validated and adjustments need to be made iteratively if problems are identified. With borders, the infiltration model is defined by the selected infiltration equation only. For furrows, the infiltration model is defined by the approach used to model the wetted perimeter effect in combination with the selected infiltration equation. The wetted perimeter option has to be selected first and corresponds to one of the cases 1 through 3 described in the previous section. Selection of an infiltration equation for a particular field depends on the particular characteristics of the infiltration process. The Kostiakov equation (where \(b = c = 0\)) may fit the field-measured data under some conditions, but this simple equation may misrepresent infiltration in soils that exhibit a well-defined steady infiltration rate or substantial macropore flow.

The search for parameters that minimize equation 3 is conducted manually, with the aid of a graphical display. Use of an optimization procedure was investigated but not adopted at this time because of potential convergence problems. The parameter search generally is easy, but it can be challenging when \(V_z\) varies erratically as a function of time.

The validation process consists of an unsteady simu-
tion with the estimated function. Validation outputs include a summary of volume balance results and a comparison of pertinent measurements and simulation results, using tabular and graphical results. Depending on the available data, the analysis also compares the final field-measured and simulated volume balance and computes pertinent hydraulic performance indicators (distribution uniformity of the low quarter, runoff fraction, deep percolation fraction, application efficiency, adequacy of the low quarter, etc.).

Several components of the analysis need to be investigated when simulation results fail to adequately reproduce the available measurements. One is the magnitude of the volume balance errors (eq. 12) reported by the application. When the analysis involves estimated surface volumes, errors are associated with inadequate estimates for the parameter β of equation 5. As was previously explained, those estimates can be refined by feeding back simulation results to the volume balance calculations. When using measured volumes, volume balance errors can be related to inadequate estimates for the hydraulic resistance parameter. Procedures provided by the application to estimate the roughness parameter from measured depth hydrographs are described below. Inaccuracies associated with the integration of the infiltration profile with equation 19 were discussed earlier. Those problems can be detected by inspecting the shape factors σ_μ and σ_σ, which are reported by the software. As with the surface volumes, the software provides mechanisms for improving the infiltration integral calculations by feeding back the σ_μ values computed with the current infiltration parameter estimates. Those shape factors, like the surface factors, depend more strongly on slope and stream length than on infiltration. Thus, errors can be substantially reduced after one iteration.

There are other sources of error that cannot be properly quantified or corrected with the available data. These include inaccuracies of the trapezoidal rule integration when using measured surface volumes, and problems caused by inaccurate measurements. If those types of errors are still suspected, the graph of $V_z^*$ versus $V_z$ can still be used to guide the adjustment of the infiltration parameters, even if those volumes diverge at the end of the analysis.

Estimation of infiltration in surface irrigation is hampered by the limited observability of the irrigation process, soil variability, sensitivity of the calculations to the available measurements, and modeling deficiencies (Bautista and Walker, 2010). Given these uncertainties, the analysis needs to develop a range of potential solutions and focus on understanding the general characteristics of the infiltration function rather than focusing on the parameter values alone. There is little value in refining the parameter values if the resulting function remains essentially unchanged. This also means that the sensitivity of irrigation simulation results to alternative solutions needs to be investigated as part of any estimation analysis.

**Fitting the Hydraulic Roughness Parameter**

Hydraulic analyses of surface irrigation systems typically use the Manning roughness equation and assume standard values for the roughness coefficient. Inaccurate estimates of this parameter can have significant implications on the estimated infiltration function. This is even true when deriving surface volumes from measured depths, although the potential error is much smaller than when using estimated surface volumes.

The hydraulic roughness coefficient is adjusted based on comparisons of measured and simulated depth hydrographs. To do this effectively, more than one measured hydrograph is needed. As with the infiltration parameters, the adjustment is done manually, with the assistance of a graphical tool and goodness-of-fit indicators. Fitting can be done using the Manning or Sayre-Albertson (1966) resistance equations.

In cases where the available depth hydrographs can be used for adjusting the roughness coefficient but not for volume balance calculations, infiltration estimates will depend on an initially assumed value for the resistance coefficient. Current infiltration parameter estimates derived with that initial estimate will have to be updated after adjusting the roughness parameter. This sequence of adjustments may need to be repeated until a reasonable fit is achieved for all the available measurements.

**Estimation of Parameters for Depth-Dependent Infiltration Models**

In principle, the only difference between setting up an estimation problem with a depth-dependent infiltration model and a model dependent on opportunity time only is that the former always requires depth hydrographs to compute $A_z$. This implies that measured depth hydrographs are always needed, covering the entire length of the stream, and measured at reasonable distance intervals. A procedure was developed for the estimation of depth-dependent infiltration parameters applicable to cases where a full set of measured depth hydrographs are available, but also to cases where they are not.

The proposed procedure takes advantage of the fact that solutions to the inverse problem of surface irrigation are not unique, i.e., different infiltration functions can approximate the measured surface flow variables with similar accuracy while predicting different final distributions of infiltrated water (Bautista, 2016). Computational results will be presented below in support of this statement. The estimation proceeds in two steps.

In the first step, the field data are used to estimate an infiltration function dependent on opportunity time only. The procedures described earlier are used for this step. An estimate for the roughness parameter is also obtained during this stage, if allowed by the available data. The objective is to fit the predicted flow variables (advance and recession times, runoff, and flow depths if available) to the measured values as closely as possible. In the second step, the depth hydrographs simulated using the infiltration (and roughness) parameters developed in step 1 are used as inputs to the depth-dependent infiltration models. Because $A_z$ values can be calculated at any point ($x$, $t$) in the computational grid generated by the simulation, $V_z$ can be computed at the available volume balance calculation distances and times using trapezoidal rule integration. As in step 1, $V_z^*$ values are matched to the volume balance results ($V_z$) by adjusting
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the infiltration model parameters. Because the parameters of the Green-Ampt and Warrick-Green-Ampt models have physical meaning, they need to be adjusted considering realistic values.

**Computational Tests**

The following tests illustrate the computational capabilities and limitations of the proposed procedures. Practical applications will be discussed in a separate article. For these tests, simulated irrigation events provided the irrigation measurements. In the following discussion, those data are identified as the “observations” or “measurements” to distinguish them from the simulation results derived with the estimated infiltration function. The simulations were conducted assuming uniform field conditions and with infiltration given by the either the Green-Ampt (GA) model (borders) or the Warrick-Green-Ampt (WGA) model (furrows). Geometry, infiltration, hydraulic resistance, and boundary condition information for the simulated irrigations are given in table 1. The same Green-Ampt parameters were used for all simulations. Table 1 also provides two performance indicators that are relevant to the discussion: the final advance time \( t_f \) and the ratio \( V_f/V_{in} \), which was calculated at \( t_f \) for scenarios 2 through 5 and at cutoff time \( t_c \) for scenario 1 because in that case \( t_c < t_f \). Infiltration function estimates were developed with infiltration given by the modified Kostiakov equation (with \( c = 0 \) cm). With the furrow tests, infiltration estimates were developed assuming no wetted perimeter effects (case 1).

**Test 1**

A consideration when using flow depth measurements to determine surface volume is the spacing between depth measurement stations. This spacing determines the length of the computational cells used to numerically integrate both the surface and subsurface volumes. This part of the analysis examines the integration errors as a function of stream length and of the spacing between measurement stations. The test uses the data from irrigation 1 (a basin system). Three evaluation scenarios were examined based on flow depths given at distance intervals (\( \Delta x \)) of 12.5, 25, and 50 m (representing 17, 9, and 5 evenly spaced measurement stations, respectively). Other inputs included advance and recession times, and geometry and boundary condition data. In this test, cutoff precedes the final advance time (table 1), recession begins shortly thereafter, and all water infiltrates 100 min later. This essentially limits the calculation of volume balance to the available advance and recession times. For each scenario, all available advance times and the recession times at 0, 50, and 150 m were selected for the analysis. Because the ratio \( V_f/V_{in} \) is very large for this example (table 1), \( V_f \) estimates (eq. 1) are very sensitive to estimates of \( V_f \).

In the first part of the analysis, equation 12 was used to quantify the relative error of the volume balance \( V_f \) in comparison with the observed values \( V_{sim} \). Evidently, in practical cases, the actual surface volumes would be unknown. The second part of the analysis examined the associated \( V_f^* \) errors. Instead of comparing \( V_f^* \) values with observed values, \( V_f^* \) values computed at \( \Delta x = 25 \) m and \( \Delta x = 50 \) m were contrasted with results computed at \( \Delta x = 12.5 \) m using a common infiltration function. This approach was used to eliminate the effect of \( V_f \) integration errors on the analysis. The common function was estimated using \( \Delta x = 12.5 \) m, which in principle yields the most accurate result. Relative infiltration integration errors were computed as:

\[
E_{V_f^*} = \frac{V_f^* - V_{in}^{17}}{V_{in}^{17}} \times 100
\]

where the superscript is used to identify the number of stations (5 or 9) used in the calculations.

Figure 1 shows \( E_{V_f} \) for each spacing scenario as a function of the volume balance calculation time. The labels inside the graph identify the associated advance distances. At short advance distances, and therefore short volume balance calculation times, errors are dominated by the tip cell shape factor. Because the application generated a fairly accurate shape factor for this example, it was manually set at the conventional 0.77 value to better illustrate how this effect gradually disappears as the stream elongates. Better accuracy is achieved as more flow depth measurement stations are used to calculate \( V_f \), as would be expected. However, in all cases, errors are close to 1% after the water reaches 100 m and continue to decrease during the post-advance phase.

Errors associated with the integration of the infiltrated volume (fig. 2) exhibited similar patterns as the surface volume, which is again related to the influence of the subsurface tip cell shape factor. Nearly the same results were computed with nine stations as with 17 stations. While calculations with five stations produced absolute relative er-

---

**Table 1. Simulated irrigations used for computational tests.**

<table>
<thead>
<tr>
<th>Test</th>
<th>Irrigation 1</th>
<th>Irrigation 2</th>
<th>Irrigation 3</th>
<th>Irrigation 4</th>
<th>Irrigation 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>System type</td>
<td>Basin</td>
<td>Furrow</td>
<td>Border</td>
<td>Furrow</td>
<td>Furrow</td>
</tr>
<tr>
<td>Length</td>
<td>200 m</td>
<td>200 m</td>
<td>200 m</td>
<td>200 m</td>
<td>200 m</td>
</tr>
<tr>
<td>Slope (m⁻¹)</td>
<td>0.0005</td>
<td>0.0005</td>
<td>0.0035</td>
<td>0.005</td>
<td>0.0005</td>
</tr>
<tr>
<td>Furrow cross-section</td>
<td>Blocked</td>
<td>Blocked</td>
<td>Open</td>
<td>Open</td>
<td>Blocked</td>
</tr>
<tr>
<td>Infiltration parameters (GA and WGA models)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \theta_0 )</td>
<td>0.42 cm⁻¹</td>
<td>0.18 cm⁻¹</td>
<td>-30 cm</td>
<td>1.5 cm h⁻¹</td>
<td></td>
</tr>
<tr>
<td>( \theta_1 )</td>
<td>0.18 cm⁻¹</td>
<td>0.18 cm⁻¹</td>
<td>-30 cm</td>
<td>1.5 cm h⁻¹</td>
<td></td>
</tr>
<tr>
<td>Hydraulic resistance</td>
<td>Manning</td>
<td>Manning</td>
<td>Manning</td>
<td>Manning</td>
<td>Manning</td>
</tr>
<tr>
<td>( n_M )</td>
<td>0.0125</td>
<td>0.04</td>
<td>0.125</td>
<td>0.04</td>
<td>0.004</td>
</tr>
<tr>
<td>Inflow rate (( Q_{in} )) and cutoff time (( T_{co} ))</td>
<td>( Q_{in} = 3 \text{ L s}^{-1} \text{ m}^{-1} )</td>
<td>( Q_{in} = 1 \text{ L s}^{-1} \text{ m}^{-1} )</td>
<td>( Q_{in} = 2 \text{ L s}^{-1} \text{ m}^{-1} )</td>
<td>( Q_{in} = 1 \text{ L s}^{-1} \text{ m}^{-1} )</td>
<td>( Q_{in} = 1.25 \text{ L s}^{-1} \text{ m}^{-1} )</td>
</tr>
<tr>
<td>( T_{co} )</td>
<td>120 min</td>
<td>360 min</td>
<td>270 min</td>
<td>480 min</td>
<td>270 min</td>
</tr>
<tr>
<td>Performance measures</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Final advance time (( t_f ), min)</td>
<td>151.9</td>
<td>247.5</td>
<td>193.5</td>
<td>132.3</td>
<td>108.3</td>
</tr>
<tr>
<td>( V_f/V_{in} )</td>
<td>0.47</td>
<td>0.11</td>
<td>0.24</td>
<td>0.11</td>
<td>0.21</td>
</tr>
</tbody>
</table>
Errors of less than 1% after 100 m, those errors were about 4 times as large as with nine stations.

While these results are for a single example derived from simulated data with perfect measurements, they show that it is possible to obtain reasonable volume balance results with relatively widely spaced stations, but mostly if the available information can be used to calculate volume balance relationships during the post-advance phase. This is because $V_z$ and $V_z^*$ are both inaccurate when calculated from a few computational cells. In addition, users must consider the influence of erratic flow depth measurements at relatively short advance distances, which can lead to negative $V_z$ values or to values that do not vary monotonically with time.

**TEST 2**

Volume balance analyses often use equation 4 to determine $V_y$ and equation 19 to determine $V_z^*$. Test 2 illustrates the inaccuracies of these equations. The test uses the example identified as irrigation 2 (table 1), a low-gradient, blocked furrow. In order to force the volume balance analysis to calculate $V_y$ with equation 4, no depth hydrographs were provided as inputs to the EVALUATE component. This also forces EVALUATE to calculate $V_z^*$ with equation 19. Because $V_y$ cannot be calculated with equation 4 during the post-advance phase with a blocked-end irrigation system, volume balance can only be calculated during the phase and at the final recession time, if the available data can be used to compute a post-irrigation volume balance. This analysis used only advance times, measured at 25 m intervals. With this irrigation, advance is very non-linear near the end of the field. As a result, the power advance law (eq. 18) fits the advance data poorly and yields a small ex-
ponent value (0.41). The test first examines the effect of equation 4 alone, by calculating \( V^*_z \) numerically, and then examines the combined effect of equations 4 and 19.

With both parts of the test, an infiltration function was estimated from the initially calculated volume balance. The shape factors generated by the simulation were then fed back to the volume calculations, and a new function was estimated. Iterations were stopped when the calculations produced only minor improvements to the volume balance errors. Three iterations were required when dealing with the errors of equation 4 alone, and four iterations were required when dealing with equations 4 and 19.

Figure 3 illustrates the initial (dotted line) and final (solid line) estimated infiltration functions for both sets of calculations. When equation 4 was used alone (fig. 3a), iterative adjustments to the surface volumes produced only small changes in the shape of the infiltration function. Two factors account for the small improvement. First is that the volume balance calculations are not very sensitive to the shape factor with this example because \( V_y/V_{in} \) is relatively small during advance (table 1). In addition, the volume balance errors of the initial iteration depend on the shape factors initially generated by the application. For this case, the initial estimate was reasonably accurate and resulted in an initial \( EV_y \) of about 2%. Initial errors can be greater under other hydraulic and soil conditions.

The differences between the initial and final solution were more substantial when using equations 4 and 19 (fig. 3b), even though the computed volume balance error was only about 4%, thus apparently not much greater than with the previous set of calculations. The limitations of the power law integral were previously explained. Figure 4 plots the shape factors \( \sigma_{z,\text{sim}} \) (eq. 21) and \( \sigma_{z,\text{pi}} \) (eq. 20) calculated during the initial iteration. The key results are the values calculated at the measured final advance time. Calculations with equation 19 and the estimated infiltration function yield \( \sigma_{z,\text{pi}} \approx 0.73 \), while the simulation with the same function yields \( \sigma_{z,\text{sim}} \approx 0.84 \). The ratio of these factors multiplied by 200 m (the actual advance distance at 247.5 min) is the advance distance predicted by the simulation (173 m). With the solution calculated in the first iteration, the stream never reaches the end of the field.

**Figure 3. Test 2: Impact of errors in the calculation of \( V_y \) with equation 4 and \( V^*_z \) with equation 19 on the estimated infiltration function showing initial and final results: (a) analysis conducted with equation 4 only and (b) analysis conducted with equations 4 and 19.**

**Figure 4. Test 2: Infiltration shape factors implied by the power law integral for test 2 in comparison with the shape factors implied by unsteady simulation results.**

**TEST 3**

This test examines the spatial and temporal variation of surface flow depths when infiltration is modeled with a depth-dependent infiltration model and with a model that depends on opportunity time only. The proposed procedure for estimating the parameters of depth-dependent infiltration models relies on being able to predict the same surface flow with both approaches. This is akin to assuming that interactions between the infiltration and hydraulic resistance processes are negligible. Clearly, strong interaction between the infiltration and hydraulic resistance processes would hamper our ability to estimate the corresponding parameters with either volume balance or simulation/optimization methods.

The first part of this analysis uses scenarios 1 through 4. In all cases, parameters of the modified Kostiakov model were estimated using flow depths, advance and recession times, captured at 25 m intervals; runoff rate was also used with the free-draining systems. These tests assume that hydraulic resistance is described by the Manning equation, as in the original simulation. Hence, the estimated functions were validated with Manning \( n \) set at the known value of the original simulation (0.125 for the borders and 0.04 for
Agreement between the simulated and observed depth hydrographs at each measurement station was evaluated using the percent bias (PBIAS) indicator (Gupta et al., 1999). This indicator measures the tendency of a model to over- or under-predict an observed time series, with negative values indicating overprediction.

Figure 5 summarizes the PBIAS indicators computed for each scenario. Each point in the plot represents a flow depth measurement station. These results confirm that nearly the same surface flow depths can be predicted assuming that infiltration depends on the local variation in flow depth, as when assuming that infiltration is a function of opportunity time only. This is particularly true with the graded systems. The largest differences, in absolute magnitude, were computed with the low-gradient blocked furrow system. These results are attributed to small changes in the distribution of infiltrated water along the field, which translated into a slightly larger accumulation of surface water at the downstream end of the field. Because that end of the field is under the effect of backwater, the additional surface volume necessarily increases the flow depth. This suggests that when estimating the roughness parameter in blocked systems, users should expect potentially large errors in the area affected by backwater and perhaps give greater weight to results computed farther upstream. Given this very close agreement between hydrographs, users should be able to estimate the infiltration parameters of the original simulation, or at least get very close to those values.

**TEST 4**

The above findings are based on the assumption that the actual hydraulic resistance is described by the empirical Manning equation. The Manning equation is widely used because of its familiarity and convenience; parameter values have been suggested for different open channel surfaces, including surface irrigation systems, which seem to be supported in practical applications, but the true nature of this process is still largely unknown. A pertinent question then is whether the proposed approach for estimating the parameters of flow-depth dependent infiltration models is still valid if the true resistance process behaves differently from the Manning model. This question can be examined by generating observations with an alternative resistance formulation, the Sayre-Albertson equation (1966):

\[
C = 6.06g^{1/2} \log_{10} \frac{R}{X}
\]

Hence, this test uses scenario 5, with the resistance parameter \(X = 0.4\) cm. Flow depth hydrographs obtained at 25 m intervals were provided for estimation. The estimation analysis was conducted with infiltration represented with the modified Kostiakov equation (case 1) and hydraulic resistance represented with the Manning equation. Agreement between measurements and simulation results was again evaluated by comparing the depth hydrographs using the PBIAS indicator.

Figure 6 shows the resulting modified Kostiakov infiltration function. For comparison purposes, the graph also shows the function computed for test 2, which was computed for the same soil conditions. The larger infiltration rates implied by the function estimated for this test in comparison with test 2 are consistent with the fact that they were computed for different inflow rates. The estimated infiltration parameter values are given in the graph. The estimated \(n\) value (0.03) is reasonable for a furrow system with bare soil.
In contrast with the results shown in figure 5, the PBIAS values computed for this test (fig. 7) are much larger and reverse their sign several times with distance. This pattern of variation cannot be explained at this time. Given these larger differences between the depth hydrographs of the original simulation and the hydrographs produced by simulation with the estimated parameters, accurate estimation of the original WGA parameters would seem less likely. The known WGA parameters and the depth hydrographs produced by the first step of the estimation were used to calculate $V_z^*$. Figure 8 contrasts those results with the $V_z$ values determined by the volume balance analysis, based on the available measurements. The fact that the results are in close agreement indicates that, despite inaccuracies in modeling the hydraulic resistance process, we would still be able to solve or nearly solve for the original infiltration parameters.

**CONCLUSIONS**

A software component has been developed for the estimation of infiltration and hydraulic resistance parameters in surface irrigation. An objective in the development was to provide feedback to the user with respect to inaccuracies of the volume balance analysis. Results of one of the computational tests illustrated inaccuracies of the volume balance analysis under particular field conditions but also showed how those errors can be corrected to improve the reliability of results. Another objective was to enable the estimation of parameters of depth-dependent infiltration formulations. To achieve this objective, a procedure was developed that first estimates an empirical infiltration, assuming that the process is dependent on opportunity time only, and then uses the resulting depth hydrographs to estimate the parameters of a depth-dependent formulation. Computational tests provided support for this assumption, even with uncertain knowledge of the hydraulic resistance process.
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