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ABSTRACT different management zones within a field? Two, how
can information be processed into unique managementProducers using site-specific crop management (SSCM) have a
units (i.e., procedures for classification)? And three, howneed for strategies to delineate areas within fields to which manage-

ment can be tailored. These areas are often referred to as management many unique zones should a field be divided into? Quick,
zones. Quick and automated procedures are desirable for creating efficient, and automated procedures are needed that ad-
management zones and for testing the question of the number of zones dress these questions.
to create. A software program called Management Zone Analyst A number of information sources have been used to
(MZA) was developed using a fuzzy c-means unsupervised clustering delineate subfield management zones for SSCM. Tradi-
algorithm that assigns field information into like classes, or potential tional soil surveys often provide estimates of crop pro-
management zones. An advantage of MZA over many other software

ductivity for each soil map unit. In the USA, countyprograms is that it provides concurrent output for a range of cluster
soil surveys report the average yield of major crops andnumbers so that the user can evaluate how many management zones
various soil properties by soil map unit; but the spatialshould be used. Management Zone Analyst was developed using Micro-
scale of county soil surveys has often been found inade-soft Visual Basic 6.0 and operates on any computer with Microsoft

Windows (95 or newer). Concepts and theory behind MZA are pre- quate for use in SSCM (Mausbach et al., 1993). Digital
sented as are the sequential steps of the program. Management Zone elevation data collected using global positioning systems
Analyst calculates descriptive statistics, performs the unsupervised (GPS) or total station surveys have been used for classi-
fuzzy classification procedure for a range of cluster numbers, and pro- fying a field into management zones (McCann et al.,
vides the user with two performance indices [fuzziness performance 1996; Lark, 1998; MacMillan et al., 1998; van Alphen and
index (FPI) and normalized classification entropy (NCE)] to aid in Stoorvogel, 1998). Fleming et al. (2000) used aerial pho-
deciding how many clusters are most appropriate for creating manage-

tographs of bare soil along with landscape position andment zones. Example MZA output is provided for two Missouri clay-
the management experience of the producer to delin-pan soil fields using soil electrical conductivity, slope, and elevation as
eate within-field management zones. Because of theclustering variables. Management Zone Analyst performance indices
relationship of bulk soil apparent electrical conductivityindicated that one field should be divided into either two (using NCE)

or four (using FPI) management zones and the other field should be (ECa) to productivity on some soils (Kitchen et al., 1999,
divided into four (using NCE or FPI) management zones. 2003), it has been used in the delineation of management

units. Sudduth et al. (1996) and Fraisse et al. (2001a)
used a combination of topographic attributes and soil
ECa to delineate management zones. Long et al. (1994)Site-specific crop management promotes the concept
investigated the accuracy and precision of field manage-of identification and management of regions within
ment maps created from several sources [e.g., soil surveythe geographic area defined by field boundaries. Often
map, aerial photograph, overlaying class values of krigedreferred to as management zones, these subfield regions
point data in a geographic information system (GIS)].typically represent areas of the field that are similar based
They concluded that aerial photographs of growing cropson some quantitative measure(s) (e.g., topography, yield,
were the most accurate and precise for classifying a fieldand soil-test nutrients). Determination of subfield areas
into management units to predict grain yield. Imageryis difficult due to the complex combination of soil, biotic,
of a growing crop and yield data collected in the sameand climate factors that may affect crop yield. These
year would be highly correlated and thus an accuratefactors dynamically interact, further complicating the
representation of crop production potential for that spe-decisions of how to manage by zones. Three questions

typically arise when considering managing by zones. One, cific year (Boydell and McBratney, 1999).
what information should be used as a basis for creating Delineating zones based on topographic attributes

and/or soil physical properties most often captures yield
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The appropriate number of productivity zones was found fied theory of clustering that is widely accepted (Milli-
gan, 1996).to vary from year to year and was primarily affected by

In supervised clustering, a combination of fieldwork,weather and the crop planted (Fraisse et al., 2001a).
maps, aerial imagery, and personal experience are usedFewer zones were required if sufficient moisture was
to characterize specific sites that can then be used toreceived during the growing season or crops more toler-
represent the whole area (Mausel et al., 1990). Theseant to water stress were grown.
sites are referred to as training sites because the soil orAlthough within-field management zones are often
vegetation reference information is used to train the clas-used to represent areas of equal production potential,
sification algorithm for mapping the remainder of thethey do have other uses. Fleming et al. (2000) suggested
data. After calculating multivariate statistical param-that producer-developed management zones based on
eters for each training site, every data point both insidefertility could be effective in creating variable-rate appli-
and outside the training sites is evaluated and assignedcation maps. MacMillan et al. (1998) concluded that man-
to the class for which it has the greatest likelihood of beingagement zones are well suited for locating benchmark
a member (Jensen, 1996). We assumed the user may havesoil-sampling sites. Small, spatially coherent areas within
no a priori knowledge of what information or areasfields may also be useful in relating yield to soil and
should be used for training and therefore excluded su-topographic parameters for crop-modeling evaluation
pervised clustering as an option for MZA.(Fraisse et al., 2001b).

Unlike supervised clustering techniques, unsuper-In SSCM applications, cluster analysis procedures
vised clustering algorithms do not require the user tohave been effectively used to identify regions of a field
specify training areas. Unsupervised classification tech-that are similar based on landscape attributes, fertility,
niques produce natural groupings of the data in attributeor soil physical properties (Fraisse et al., 2001a). Staf-
space (Jensen, 1996; Irvin et al., 1997). Often, unsuper-ford et al. (1998) used fuzzy clustering of combine yield
vised classification is used to gain insight into the inher-monitor data to divide a field into potential management
ent structure of the data. The Iterative Self-Organizingzones. Similarly, Boydell and McBratney (1999) divided
Data Analysis Technique (ISODATA) (Tou and Gon-a field into management zones using cotton (Gossypium
zalez, 1974) is one of the more widely used unsupervisedhirsutum L.) yield estimates from satellite imagery. They
clustering algorithms. The ISODATA unsupervised clas-concluded, however, that due to the effects of weather-
sification algorithm calculates class means evenly dis-induced variability on crop growth, at least 5 yr of yield
tributed in the data space and then iteratively clustersdata were required to create a stable number of manage-
the data points by minimizing the Euclidean distancement zones. from each data point to a class mean. Each iteration re-While a great deal of knowledge has been gained sults in recalculation of class means and reclassificationthrough analysis and interpretation of spatial data, pro- of data points with respect to the new means. This pro-cedures for generating management zones are not well cess continues until either the maximum number of iter-

prescribed for the end-user. Although many GIS pack- ations is reached or the number of data points in each
ages contain the functions necessary for transforming class changes by less than the specified change threshold
spatial information into potential management zones, (ESRI, 1994; RSI, 1999). To effectively characterize out-
they can be cumbersome to use and require considerable put classes by mean vectors and a covariance matrix,
time to learn. Producers have indicated a need for soft- ISODATA requires each variable in the data set to ex-
ware to help them with decision-making and planning hibit a roughly Gaussian distribution. Additionally, bet-
for variable within-field management (Wiebold et al., ter results are obtained if all data exhibit similar vari-
1998). This paper reports on the development of soft- ances (ESRI, 1994; Fraisse et al., 2001a; Irvin et al.,
ware to assist researchers, consultants, and producers 1997). These two requirements may require additional
in creating management zones using quantitative soil, data set preparation before classification.
crop, and/or site information. The software, MZA, pro- Unlike the ISODATA algorithm, the c-means (also
vides systematic procedures for delineating within-field known as k-means) algorithm does not require variables
management zones and for testing the results to evaluate used in the classification to have similar variances or to
the question of how many zones to use in a given field. follow a Gaussian distribution (Irvin et al., 1997). The
Here we report on the theoretical basis of MZA, outline c-means algorithm is based on the minimization of an
the steps and equations used, provide an example of objective function defined as the sum of squared dis-
MZA output for two fields, and list software specifica- tances from all data points in the cluster domain to the
tions and availability. cluster center (i.e., the centroid). Similar to ISODATA,

the c-means algorithm uses an iterative process to recal-
culate the cluster means and assign data points to clus-THEORETICAL BASIS ters. The algorithm terminates when the specified con-FOR MANAGEMENT ZONE vergence criterion (i.e., the amount of change in theANALYST DEVELOPMENT cluster means) is met (Tou and Gonzalez, 1974).

Cluster analysis is the grouping of similar individuals Zadeh (1965) introduced the theory of fuzzy sets as
into distinct classes called clusters. Literature reviews have a generalization of conventional set theory. Unlike con-
shown many algorithm options for clustering data (Tou ventional set theory, which allows an individual to be-

long to only one set, fuzzy set theory allows individualsand Gonzalez, 1974; Hartigan, 1975), but there is no uni-
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to exhibit partial membership in each of a number of sets. MANAGEMENT ZONE ANALYST
PROGRAM DESCRIPTIONUsing this theory, Ruspini (1969) introduced the con-

cept of fuzzy clustering, which allows any given data point Microsoft Visual Basic (Microsoft Corp., Redmond,
to exhibit partial membership in a given class. The appli- WA) was used to develop MZA. Figure 1 depicts the
cation of fuzzy set theory to clustering algorithms has decision structure and information flow through the soft-
allowed researchers to better account for the continuous ware. Management Zone Analyst’s function is the calcu-
variability in natural phenomena (Burrough, 1989). lation of descriptive statistics, the delineation of man-

One of the more extensively used clustering algorithms agement zones using the fuzzy c-means unsupervised
is the fuzzy c-means (also known as fuzzy k-means) al- classification algorithm, and the evaluation of the per-
gorithm. Fuzzy c-means uses a weighting exponent to formance of the clustering by the number of clusters.
control the degree to which membership sharing occurs To maximize utility with other software, MZA was de-
between classes (Bezdek, 1981). Fuzzy c-means classifi- signed to work with comma-delimited ASCII (the Ameri-
cation has been used to classify soil and landscape data can Standard Code for Information Interchange) text

files. Files of this format are easily exported from data-(Burrough et al., 1992; McBratney and DeGruijter, 1992;
base, spreadsheet, graphics, or GIS software. The firstOdeh et al., 1992; Irvin et al., 1997), yield data (Lark
line of the file must contain the variable names (i.e.,and Stafford, 1997; Lark, 1998; Stafford et al., 1998), and
column names), also separated by commas. There is noremotely sensed images (Ahn et al., 1999; Boydell and
set maximum for the number of observations or vari-McBratney, 1999). Justification for using this algorithm
ables in the data file. However, memory requirementswhen using soil information in the classification process
increase as the number of observations and the numberhas been documented (Odeh et al., 1992). We chose the
of variables increase. The analyses performed by thefuzzy c-means algorithm for MZA, believing that many
software have been tested with as many as 20 variableswho would use the software would rely on continuum-
and 36 000 observations. Any quantitative data may bebased soil and landscape information as clustering inputs.
used in MZA. Sources of data may include, but are not
limited to, soil properties (e.g., soil electrical conductiv-

Identifying a Measure of Similarity ity), topographic attributes (e.g., elevation, slope, curva-
ture), soil fertility, yield, and remotely sensed imagery.Before a data cluster can be formed using the fuzzy

c-means clustering procedure, it is necessary to establish
Calculation of Descriptive Statisticsan appropriate measure of similarity for assigning indi-

vidual observations to a particular cluster. A measure Descriptive univariate and multivariate statistics of
of similarity is a procedure used to determine how simi- input variables are calculated before the clustering anal-
lar an observation is to a cluster center. The measure of ysis is performed. Computations include the minimum
similarity most commonly used is a normalized distance and maximum values for each variable, the mean, stan-
from an observation to the cluster mean in attribute dard deviation, coefficient of variation, between vari-
space (Tou and Gonzalez, 1974; Johnson, 1998). Thus, as able variance–covariance matrix, and correlation ma-
the distance between the observation and cluster mean trix. The variance–covariance matrix is provided for use
decreases, the similarity between the two increases. Eu- in choosing the measure of similarity (explained in de-
clidean distance, one of the more frequently used mea- tail later).
sures of similarity, gives equal weight to all measured
variables and is sensitive to correlated variables (Bez- Fuzzy c-Means Background
dek, 1981). Geometrically, Euclidean distance generates

The fuzzy c-means clustering algorithm was selectedclusters having a spherical shape, which in reality, rarely
for the purpose of partitioning n data observations inoccurs in a soil system (Odeh et al., 1992). Johnson (1998)
feature space into c groups or clusters. “Fuzzy” refers todescribed a variant of the Euclidean distance method
the shared membership between classes (Ruspini, 1969).known as standardized Euclidean distance. This proce- There are three primary matrices involved in the clus-

dure computes the standard Euclidean distance between tering process. First, there is the data we want to classify,
points using their standardized Z scores. the data matrix Y, consisting of n observations with p

The diagonal-distance method for measuring simi- classification variables each. Second is the cluster centroid
larity is described by McBratney and Moore (1985) and matrix V, consisting of c cluster centroids located in the
Odeh et al. (1992). Like Euclidean distance, the diago- feature space defined by the p classification variables.
nal method is sensitive to correlated variables. However, Finally, there is the fuzzy membership matrix U, con-
it does compensate for distortions in the assumed spheri- sisting of membership values to every cluster in V for
cal shape of the clusters by weighting with the variances each observation in Y, bounded by the constraints for
of the measured variables. all i � 1 to c and all k � 1 to n that:

Another alternative is the Mahalanobis distance, which
uik � 0 � 1, ∀i, k and �

c

i�1

uik � 1, ∀k [1]accounts for unequal variances as well as correlations
between variables. It accomplishes this by including the
pooled within-class variance–covariance matrix as an The fuzzy c-means clustering algorithm attempts to
integral part of the distance calculation (Bezdek, 1981; locate minimal solutions to a selected objective function.

The most commonly used objective function (and theMcBratney and Moore, 1985; Odeh et al., 1992).
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Fig. 1. Diagram of information flow through Management Zone Analyst (MZA) software. Dashed lines represent user input.

one used in MZA) is the weighted within-groups sum sary to select the proper measure of similarity in the
of squared errors objective function (Bezdek, 1981): descriptive statistics calculated before the delineation

process.
Jm �U, v� � �

n

k�1
�

c

i�1

�uik�
m�dik�

2
[2] The Euclidean distance should be used only for statis-

tically independent variables exhibiting equal variances.
where m � fuzziness exponent (1 � m � ∞) and (dik)2 � In this case, A is the p � p identity matrix. This condition
the squared distance in feature space between yk and vi. is rarely met in practice as even a change in the units of

The fuzziness exponent (m) controls the amount of the classification variables will affect variances. A diago-
membership sharing that occurs between classes. As m nal distance, whereby the identity matrix is adjusted by
increases toward infinity, the amount of membership dividing each row of the matrix by the variance of the re-
sharing increases, and the resulting classes become less lated classification variable, can address this problem.
distinct. Hard clusters (i.e., no membership sharing) oc- The diagonal distance is appropriate for statistically in-
cur as m approaches a value of 1. dependent classification variables with unequal variances.

The distance in feature space between an observation The third alternative is the Mahalanobis distance where
in Y and a cluster centroid in V can be calculated in the A is defined as the inverse of the p � p sample variance–
following manner: covariance matrix of Y. The Mahalanobis distance, while

slightly more computationally intensive, can account for�dik�
2

� � �yk � vi � �
2

� �yk � vi�� A�yk � vi� [3]
situations where Y contains statistically dependent clas-

where yk � the data observation k, consisting of p classi- sification variables with unequal variances (Bezdek,
fication variables; vi � the centroid of cluster i, con- 1981; Odeh et al., 1992). While all three distance meth-
sisting of p classification variables; and A � positive ods are provided as options in MZA, a user relying on
definite, norm-inducing weight matrix of size p � p. soil and landscape data will likely find the Mahalanobis

The weight matrix A defines the distance-normalizing option to be the most appropriate once the variance–
procedure. The result represents the distance between covariance matrix is examined (Odeh et al., 1992).
two points (vectors are used synonymously with points)
in a linear vector space (Brogan, 1985). In the MZA soft- Cluster Performance Indicesware, the weight matrix may have three different forms

While the iterative fuzzy c-means algorithm alwaysdepending on the covariance structure of the data. Man-
agement Zone Analyst provides the information neces- converges to a local minimum of Jm starting from a given
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Table 1. The header row and first 12 rows of an example inputinitial U, a different randomization of U might lead to
data set for Management Zone Analyst (MZA) file (with commaa different local (or global) minimum (Xie and Beni; delineation removed).

1991; Bezdek, 1981; Ahn et al., 1999). To evaluate the
Easting Northing Elevation Soil EC† Slopecharacteristics of clustering by the number of clusters,
576000 4342200 264.8 71.5 0.56two types of cluster validity functions were calculated
576010 4342200 264.9 94.8 0.56on each fuzzy c-partition of Y produced by the fuzzy
576020 4342200 264.9 98.1 0.27

c-means clustering algorithm. 576030 4342200 265.0 44.1 0.13
576040 4342200 265.0 42.1 0.11The fuzziness performance index (FPI) (Odeh et al.,
576050 4342200 265.0 44.9 0.021992; Boydell and McBratney, 1999) is a measure of 576060 4342200 265.0 43.5 0.1

the degree of separation (i.e., fuzziness) between fuzzy 576070 4342200 265.0 43.6 0.09
576080 4342200 265.0 41 0.18c-partitions of Y and is defined as:
576090 4342200 265.0 36.6 0.14
576100 4342200 264.9 36.6 0.02
576110 4342200 265.0 34.8 0.16FPI � 1 �

c
(c � 1) �1 � �

n

k�1
�

c

i�1

�uik�
2�n� [4]

. . . . .

. . . . .

. . . . .Values of FPI may range from 0 to 1. Values ap-
proaching 0 indicate distinct classes with little member- † EC, electrical conductivity.
ship sharing while values near 1 indicate nondistinct
classes with a large degree of membership sharing.

Bezdek (1981) described a second measure of cluster uik � ��c

j�1
�dik

djk
	
2/(m�1)�

�1

[8]
validity known as the normalized classification entropy
(NCE). The NCE models the amount of disorganization

9. Stop when lmax is reached or when ||U(l) � U(l�1)|| �of a fuzzy c-partition of Y (Odeh et al., 1992; Lark and
ε; otherwise go to Step 7.Stafford, 1997). The classification entropy (H) is defined

10. Compute the cluster validity functions (FPI andby the function:
NCE).

H(U;c) � � �
n

k�1
�

c

i�1

uikloga(uik)�n [5]

MANAGEMENT ZONE ANALYST
where logarithmic base a is any positive integer. Values RESULTS FOR TWO CLAYPAN
of H will range from 0 to loga(c). Bezdek (1981) reported SOIL FIELDS
that the endpoints of the range of H do not accurately To illustrate MZA results, soil and landscape infor-represent the amount of disorganization present (i.e., mation for two Missouri claypan soil fields were used forat c � 1, H � 0; at c � n, H � 0). To remedy this issue, creating potential management zones. Georeferencedhe suggested the NCE: measurements of soil ECa, elevation, and slope (from

elevation) were measured for a 36- and a 14-ha fieldNCE � H�U;c�/
1 � �c/n�� [6]
(Field 1 and Field 2, respectively), kriged, and then

The values of NCE will be similar to those of H when gridded to a common 10-m cell as described for the
c is relatively small compared with n [i.e., (c/n) ap- Missouri field in Kitchen et al. (2003). This gave 3634
proaching 0]. However in situations where (c/n) is large observations for Field 1 and 1308 observations for
(i.e., approaching 1), NCE will produce substantially Field 2. Data files for each field were saved as a comma-
different results. delimited text file with the first row as labels for the

columns, as shown in Table 1 (commas omitted for ta-
Summary of Management Zone Analyst Steps ble). After importing a data file to MZA, the variables

soil ECa, elevation, and slope (Fig. 2 and 3) were selectedThe algorithmic structure of the iterative fuzzy c-means
as the clustering variables. These variables had pre-algorithm (Bezdek, 1981) is
viously been useful in delineating productivity zones for

1. Choose the number of clusters c, with 2 � c � n. claypan soil fields (Fraisse et al., 2001a). MZA was then
2. Choose the fuzziness exponent m, with 1 � m � ∞. used to calculate descriptive statistics for the input vari-
3. Choose an appropriate measure of similarity for ables. For both fields, the classification variables were

the distance metric d 2
ik. found to have unequal variances and non-zero covari-

4. Choose a value for the stopping criterion ε. ances; thus, the Mahalanobis measure of similarity op-
5. Choose a value for the maximum number of itera- tion was chosen for the delineation procedure. Other

tions lmax. option settings were fuzziness exponent � 1.5, maxi-
6. Initialize U0 with random values meeting the speci- mum number of iterations � 300, convergence crite-

fied constraints. rion � 0.0001, minimum number of zones � 2, and
7. At iteration l � 1, 2, 3, . . ., calculate updated Vl

maximum number of zones � 8. When clustering using
from U(l � 1), using: soils data, setting the fuzziness exponent between 1.2

and 1.5 will give reasonable results (Odeh et al., 1992).
vi � �

n

k�1

�uik�
m

yk��
n

k�1

�uik�
m
, 1 � i � c [7] After the clustering process, the results were saved by

MZA into a new text file as shown in Table 2. The
output file is the same as the input file (Table 1) but8. Calculate updated Ul from updated V l, using:
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Fig. 2. (Top) Apparent soil electrical conductivity (ECa), elevation, and slope used as Management Zone Analyst (MZA) clustering variables
for Field 1 and (bottom) MZA output for two, four, and six clusters.

with appended columns for zone delineations from two Management Zone Analyst also allows exporting the
performance index data for graphing in other software.zones to eight zones (shown as header labels of c2,
Results from the two indices were graphed for the twoc3, . . . c8). The exported data file from each field was
fields in Fig. 4. The minimum FPI was obtained for bothimported into a mapping program and maps created for
fields with about four clusters. The minimum NCE wasthe two-, four-, and six-zone columns (bottom row of
obtained with two clusters for Field 1 and with fourmaps in Fig. 2 and 3).
clusters for Field 2. The final decision of how manyThe final step within MZA is a graphical representa-
clusters to use for creating management zones when thetion of the FPI and NCE performance indices relative performance indices are dissimilar may require addi-to cluster number to visually assess the optimal cluster tional verification. For example, when developing pro-

number, similar to the approaches taken by others ductivity zones, verification of cluster number might be
(Boydell and McBratney, 1999; Fraisse et al., 2001a). accomplished by comparing the within-zone yield vari-
The optimal number of clusters for each computed index ation as one increases the number of clusters (Fraisse
is when the index is at the minimum, representing the et al., 2001a). Also, by comparing MZA output using
least membership sharing (FPI) or greatest amount of different input variables, a user can assess which variables

are most important for creating management zones.organization (NCE) as a result of the clustering process.
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Fig. 3. (Top) Apparent soil electrical conductivity (ECa), elevation, and slope as MZA clustering variables for Field 2 and (bottom) MZA output
for two, four, and six clusters.



FRIDGEN ET AL.: SOFTWARE FOR MANAGEMENT ZONE DELINEATION 107

Table 2. The header row and first 12 rows of data of an Manage-
ment Zone Analyst (MZA) output file (with delineation re-
moved). Columns 6 through 12 in this table are the classes that
MZA created for the field from two to eight zones. The values
in each of these columns represent the assigned class from the
clustering procedure.

Easting Northing Elevation Soil EC† Slope c2 c3 c4 c5 c6 c7 c8

576000 4342200 264.8 71.5 0.56 1 2 3 2 6 2 7
576010 4342200 264.9 94.8 0.56 1 2 3 2 6 2 7
576020 4342200 264.9 98.1 0.27 1 2 3 2 6 2 7
576030 4342200 265.0 44.1 0.13 2 1 4 4 3 1 1
576040 4342200 265.0 42.1 0.11 2 1 4 4 3 1 1
576050 4342200 265.0 44.9 0.02 2 1 4 4 3 1 1
576060 4342200 265.0 43.5 0.1 2 1 4 4 3 1 1
576070 4342200 265.0 43.6 0.09 2 1 4 4 3 1 1
576080 4342200 265.0 41 0.18 2 1 4 4 3 1 1
576090 4342200 265.0 36.6 0.14 2 1 4 5 2 5 8
576100 4342200 264.9 36.6 0.02 2 1 4 5 2 5 8
576110 4342200 265.0 34.8 0.16 2 1 4 5 2 5 8
. . . . . . . . . . . .
. . . . . . . . . . . .
. . . . . . . . . . . .

† EC, electrical conductivity.

As previously indicated, multiple outcomes are inher-
ent to the MZA clustering algorithm. In one study, as
few as one outcome (at four clusters) and as many as
seven outcomes (at eight clusters) were possible using
the fuzzy c-means algorithm (Kitchen et al., 2002). In
MZA, initial cluster membership of observations is ran-
domly assigned, and convergence to a local or global
minima may vary depending on that starting point (Xie
and Beni, 1991; Bezdek, 1981; Ahn et al., 1999). We
found, when using the same three delineation variables
as in the example above, that multiple outcomes were
most different when the number of clusters was three
or fewer (Kitchen et al., 2002). Each data set will behave
uniquely, and we encourage users to test each data set
by running MZA and then evaluating the results using

Fig. 4. Fuzziness performance index (FPI) and normalized classifica-the performance indices and other validation methods tion entropy (NCE) as calculated by MZA for (top) Field 1 and
as outlined by Kitchen et al. (2002). (bottom) Field 2. Generally, the best classification occurs when

membership sharing (FPI) and/or the amount of class disorganiza-
tion (NCE) is at a minimum with the least number of classes used.
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