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ABSTRACT: Data collection frequency in automated systems is
user determined and can range from seconds to hours or days. Cur-
rently, there is no standard or recommended frequency interval for
collecting precipitation data from automated systems for input to
event-based models such as Green-Ampt Mein-Larsen (GAML).
Data from 47 storm events at seven locations were used to simulate
the response of GAML excess rainfall to temporally aggregated pre-
cipitation data. No difference in model efficiency was recognized
when comparing one-minute interval data (R2 = 1.00) to five-
minute data (R2 = 1.00). Very little model efficiency was lost at a
10-minute (R2 = 0.96) interval. After 10-minutes, decline in effi-
ciency became more rapid with R2 = 0.16 at one hour. The combined
effect of time interval with respect to drainage area, hydraulic con-
ductivity, maximum 30-minute intensity, and total precipitation
also revealed similar results.

(KEY TERMS: precipitation; runoff; Green-Ampt; data collection;
hydrologic instrumentation.)

INTRODUCTION

Automated digital data collection devices are
becoming commonplace in the area of water
resources. All facets of the hydrologic cycle are being
monitored via automated data sampling. Automated
data acquisition systems are being used to measure
stage (Burcham et al., 1998; Felton, 1994), meteoro-
logical data (Elliot et al., 1991), soil moisture (Gray
and Spies, 1995; van Grinsven et al., 1988), evapora-
tion (Van Haveren, 1982; Phene et al., 1991), and
ground water potentials (Booltink, 1995).

One of the most critical variables to be measured is
precipitation, the driving force for the hydrologic
cycle. A primary application of precipitation data is as

input for simulation models. Most models operate on
a daily time step. However, modeling is moving into
an age of real-time or near real-time models. The use
of Green-Ampt (Green and Ampt, 1911) or some simi-
lar (Smith-Parlange, 1978) excess rainfall models
have been used to simulate excess rainfall. Various
event-based models (Loague and Freeze, 1985), specif-
ic application models (Wilcox et al., 1990; James et
al., 1992), field-scale models (Williams, 1995; Lane
and Nearing, 1989), and basin-scale models (King et
al., 1999) use Green-Ampt or some similar version for
estimating excess precipitation. These models require
precipitation data at less than a daily time-step. The
collection frequency in automated systems can range
from seconds to hours or days and is user selected.

Precipitation data for time steps of less than a day
are often reported at breakpoint intervals (generally
intervals of equal intensity). With the onset of auto-
mated data collection devices, the time interval for
collecting data is generally constant at a user deter-
mined value. The objective of this study was to identi-
fy the frequency at which precipitation data should be
collected in order to preserve the simulation capabili-
ties of the Green-Ampt (Green and Ampt, 1911)
excess rainfall model, as modified by Mein and Larsen
(1973) (GAML), and to examine the combined effect of
time interval and selected physical properties of the
system.
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MATERIALS AND METHODS
Experimental Data

Data from 47 precipitation events (Table 1) at
seven locations were compiled for this study. Data
from the selected sites consisted of precipitation data
and corresponding runoff hydrographs. Rainfall data
for the various locations were collected at an array of
intervals (3, 5, 6, 10, and 15-minutes and breakpoint).
The distribution of precipitation amounts varied from
a minimum of 22.8 mm to a maximum of 137.2 mm.
The median storm event analyzed was 50.8 mm. Max-
imum 30-minute intensities (Figure 1) for the events
ranged from 8.7 mm-hr-1 to 132.0 mm-hr-1. Due to the
magnitude of the events, initial abstractions (inter-
ception losses and depression storage) were assumed
to be negligible. Precipitation was assumed uniform
over the entire drainage area and the dominant soil
was assumed homogeneous. On larger areas where
soil, vegetation, and land use are not homogeneous
and no routing is done, these assumptions could
potentially lead to some error in assuming excess pre-
cipitation is equal to runoff.
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Figure 1. Frequency Distribution of Maximum
30-Minute Intensities for 47 Events.
Experimental Methods

To transform the data to uniform time intervals,
the individual storm data were linearly disaggregated
from the measured interval to one-minute intervals.
Using one-minute interval data, antecedent soil mois-
ture was estimated in an effort to force the GAML
simulated runoff volumes to within 1 percent of mea-
sured volumes. Hydraulic conductivity and wetting
front matric potential were calculated based on rela-
tionships developed by Rawls and Brakensiek (1985)

JAWRA

King

792

and the dominant soil for the study location. Rawls
and Brakensiek (1985) expressed wetting front matric
potential, y (mm), as a function of porosity (POR),
percent sand (PS), and percent clay (PC) where:

6.5209 - 7.3256 1 POR + 0.0001583PC? +
3.809479 POR? +0.000344 PSPC -
0.049837 PSPOR +0.001608 PS% POR? +
0.001602PC2 POR? - 0.0000136 PS? PC -
0.003479 PC2 POR - 0.000799 PS? POR

v = 10expl

(1

They developed a similar relationship for hydraulic
conductivity, K (mm hr-1), where:

19.52348 POR — 8.96847 — 0.028212PC +
0.00018107 PS? - 0.0094125PC2 —
8.395215POR? +0.077718 PSPOR —
0.00298 PS2 POR? - 0.09492PC2 POR? + |
0.0000173PS2 PC +0.02733PC? POR +
0.001434 PS? POR - 0.0000035 PC? PS

K =10exp

2)

Once K and y were calculated and antecedent soil
moisture estimated, the one-minute event data were
aggregated to intervals of 5, 10, 15, 20, 30, and 60
minutes. Excess precipitation volumes were estimat-
ed for each event at each time interval using the
GAML infiltration equation. The GAML infiltration
rate can be expressed as:

K[ va8
£(t) = K(F(t) ; 1)

where f(t) represents the infiltration rate (mm-hr-1), K
is the hydraulic conductivity (mm-hr-1), y is the wet-
ting front matric potential (mm), A9 is the change in
volumetric moisture content across the wetting front,
F(t) is the cumulative infiltration (mm), and t is time
(hrs). The cumulative infiltration can be represented
by

3

F(t) = Kt + yA0 ln[l + BE)—) 4
YAO

where all variables have been previously defined.
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TABLE 1. Watershed Locations, Soil Characteristics, Total Precipitation, and Excess Rainfall.

Wetting
Front
Date Hydr. Matric Meas. Meas.
of Area Cond.* Potential* Dominant Silt Sand Clay Precip. Runoff
Location Watershed Storm (ha) (mm hr-1) (mm) Soil (%) (%) (%) (mm) (mm)
Treynor, W-3 3/17/79 2.3 04 380.6 Monona (fine-silty,  68.7 4.3 27.0 345 12.6
Towa mixed, mesic typic
hapludolls)
Oxford, WP-4 8/9/60 1.3 2.7 416.0 Loring (fine-silty, 72.7 14.3 13.0 26.7 7.1
Mississippi WwC-3 7/8/65 0.8 mixed, thermic 31.0 15.1
oxyaquic 49.3 13.0
fragiudalfs)
Hastings, 3-H 5/21/65 1.6 2.5 570.5 Holdrege (fine-silty, 68.6 11.4 20 85.3 57.3
Nebraska 5-H 5/21/65 1.6 mixed, mesic typic 85.3 62.9
argiustolls)
Coshocton, 135 10/12/78 1.0 2.2 549.2 Fitchville (fine-silty, 67.3 11.2 21.5 44.9 21.5
Ohio 182 10/12/78 28.2 mixed, mesic aeric 29.7 14.1
166 9/13/79 334 endoaqualfs) 120.7 55.8
Chickasha, C-7 8/28/65 10.6 4.5 411.4 Kingfisher (fine- 67.7 20.0 12.3 62.5 12.2
Oklahoma C-3 8/29/66 17.9 silty, mixed, 50.8 29.1
C-7 8/29/66 10.6 thermic udic 39.9 24.2
C-7 6/15/68 10.6 argiustolls) 41.7 21.6
R-7 5/24/73 7.8 87.9 58.9
R-5 6/4/73 9.6 32.8 15.0
R-7 11/19/73 7.8 54.6 28.4
C-5 6/23/76 5.2 46.7 6.4
R-7 6/24/76 7.8 45.7 8.7
C-4 8/5/76 12.2 37.3 11.7
R-7 5/19/77 7.8 67.8 29.2
Stillwater, W-3 5/28/60 0.8 6.5 92.4 Norge (fine-silty, 411 449 14.0 63.8 42.3
Oklahoma W-1 5/6/73 13 mixed, thermic 25.4 12.2
W-3 10/11/73 0.8 udic paleustolls) 38.1 18.6
Riesel, Texas Y 5/11/67 125.1 3.3 287.5 Houston Black 27.8 17.2 55.0 94.9 64.8
W-1 3/29/65 71.2 (fine,montmorilloni 127.2 83.0
C 5/10/65 234.4 tic, thermic udic 75.4 47.9
W-1 5/10/65 71.2 haplusterts) 52.8 23.2
Ww-1 5/28/65 71.2 48.5 25.2
W-1 2/9/66 71.2 51.3 23.4
W-1 4/12/68 71.2 38.1 11.7
Y 4/12/68 125.1 39.4 12.6
P-4 5/17/68 0.1 41.1 18.8
Y 5/17/68 125.1 35.3 16.4
W-1 5/17/68 71.2 38.9 19.0
Y 6/23/68 125.1 79.5 29.2
W-1 6/23/68 71.2 76.2 31.8
W-1 7/9/68 71.2 34.3 16.3
Y 3/23/69 125.1 26.1 12.4
W-1 3/23/69 71.2 22.8 10.6
C 3/24/73 2344 62.4 39.0
C 4/24/73 2344 59.6 475
Y 4/24/73 125.1 51.9 35.1
C 6/3/73 2344 65.2 442
Y 6/3/73 125.1 81.7 63.0
W-1 6/3/73 712 88.6 67.1
C 4/29/75 234.4 61.2 40.8
Y-14 3/6/78 2.3 137.0 97.6
*Calculated from Rawls and Brakensiek (1985) equations.
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When rainfall occurs, Equation (4) is solved itera-
tively until cumulative infiltration converges. Then,
final cumulative infiltration is substituted in Equa-
tion (3) to solve for infiltration rate. The time step at
which Equation (4) is solved is variable and equiva-
lent to the time step associated with the breakpoint
interval or, in this case, the collection frequency inter-
val. If infiltration rate (Equation 1) is greater than
rainfall intensity in that interval, no excess rainfall is
calculated (all rainfall in that time interval is infil-
trated) and the model proceeds to the next time inter-
val. If rainfall intensity exceeds the infiltration rate,
rainfall in excess of infiltration rate is assumed to
runoff.

Comparison Methods

Simulated excess rainfall at each time interval was
compared with measured excess rainfall using the
Nash-Sutcliffe (1970) model efficiency statistic. Nash-
Sutcliffe efficiency is an indicator of the model's abili-
ty to predict about the 1:1 line. The Nash-Sutcliffe
coefficient is calculated as

(5)

where y; is the simulated value, x; is the measured
value, X is the mean of the measured values, n is the
number of samples, and R2 is the efficiency.

Surface plots were used to analyze the combined
effect of physical properties and time intervals on
total GAML predicted volumes. The kriging mecha-
nism in the Surfer® (Golden Software, Inc, 1995) soft-
ware was used to develop the surfaces.

RESULTS AND DISCUSSION

Collecting precipitation data at intervals less than
five minutes had no impact on GAML mode] simula-
tions (Figure 2) for the 47 storms used in this study.
Very little model efficiency was lost at 10-minute
(0.96 model efficiency) intervals. Once the time inter-
val was greater than 10-minutes, preservation of the
measured excess rainfall started to decrease more
rapidly. At the one-hour interval, model efficiency
dropped to 16 percent.
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Figure 2. Relationship of Model Efficiency With Respect
to Precipitation Collection Time Interval.

A general decline in model efficiency was evident
with increases in hydraulic conductivity and time
steps (Figure 3). Considerable prediction losses were
noted with time steps above 10-minutes, regardless of
hydraulic conductivity. After 20 minutes, the predic-
tive capacity of the GAML model was decreased
approximately 20 to 25 percent for every 2 mm hrl
increase in hydraulic conductivity.

For drainage areas less than approximately 50 ha,
time interval for precipitation collection is critical
(Figure 4). A collection period of five to 10 minutes is
needed to preserve the predictive capacity of the
GAML model for scales less than 50 ha. Time interval
is less significant for predicting GAML volumes for
areas between 50 and 100 ha but becomes important
again for areas larger than 100 ha. Generally time
intervals of approximately 10 minutes are needed to
retain the predictive capability of GAML regardless of
drainage areas used in this study. With exception to
the 50 to 100 ha range, greater time intervals are
marked with considerable declines in prediction effi-
ciency.

Regardless of maximum 30-minute intensity, the
ability to simulate total runoff volumes decreased con-
siderably for time intervals of more than 10-minutes
(Figure 5). However, for maximum 30-minute intensi-
ties of less than approximately 20 mm-hr-1 the decline
in prediction capability was not as rapid. In general,
as maximum 30-minute rainfall intensity increased, a
time step less than or equal to 10-minutes was needed
to retain the predictive capacity of the GAML model.
As total precipitation increased above 80 to 100 mm,
time interval became less significant (Figure 6). For
storms less than about 80 mm, a 10-minute to 15-
minute time interval or less was needed to simulate
the measured total volume. Similar to intensity, the
smaller the storm magnitude the smaller time inter-
val needed to maintain the predictive capacity of the
GAML model.
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SUMMARY AND CONCLUSIONS

Precipitation measurements are a key component
of hydrologic studies. Currently no standard or recom-
mendation exists for the time interval that should be
used for collecting precipitation data. By using the
GAML excess rainfall model on 47 storms, the follow-
ing conclusions were made:

e A five-minute precipitation collection time inter-
val resulted in a 100 percent model prediction effi-
ciency.

e For the range of conductivities used in this
study, for every 2 mm hr-! increase in hydraulic con-
ductivity an approximate 20 to 25 percent reduction
of percent of measured excess precipitation volume
was noted.

¢ For all drainage areas used in this study, a 10-
minute time interval preserved the predictive capaci-
ty of the GAML model.

e For more intense precipitation, time steps less
than or equal to 10-minutes were needed to maintain
the predictive capacity of the GAML model.

¢ The smaller the storm magnitude the smaller
the time interval needed to preserve the predictive
capacity of GAML model.

This study highlights a tradeoff in selecting a time
interval for precipitation collection. If the user is will-
ing to sacrifice a minor loss in predictive capacity,
considerable space and time for collecting data can be
saved by collecting at 10-minute intervals. Further-
more, when using the data for model input, one-
minute time intervals have no advantage over
five-minute collection time intervals.
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